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Abstract 
 

Mass spectrometry has emerged to become a state-of-the-art methodology for the analysis of the 

proteome. In order to manage and extract valuable information from mass spectrometry data, a 

computational data management platform is indispensable. Furthermore the standardized presentation 

of data is of the utmost importance. At present however, no proteomics bioinformatics platform exists 

that fulfills the Minimum Information About a Proteomics Experiment (MIAPE) standard and that 

provides all the features needed for the effective analysis of mass spectrometry experiments. 

In view of this we have developed a versatile MIAPE compliant platform for the management and 

analysis of proteomics mass spectrometry experiments: the MAss SPECTRometry Analysis System 

(MASPECTRAS). This platform is web-based with a database back-end and relies on the Java 2 

Enterprise Edition development platform. The platform is scalable and enables the outsourcing of 

computationally intensive tasks to a computing cluster. The data model captures data concerning 

experimental design and at all other subsequent steps leading up to evaluation and result export. The 

analysis process relies on the output of the major mass spectrometry search engines SEQUEST, 

Mascot, SpectrumMill, X!Tandem and OMSSA. The data is run through an automated analysis 

pipeline in the following four steps: 1) import and parsing to a MIAPE compliant representation; 

2) validation; 3) protein clustering; 4) peptide quantification. For manual analysis MASPECTRAS 

provides unique features that include the merging of results originating from different search engines, 

a chromatogram viewer and export to PRIDE-XML format which can be uploaded directly in a public 

repository. The functionality of the whole system is furthermore embedded in a multi-user 

environment providing controlled user access. The platform has been evaluated using large-scale and 

quantitative data. 

The MASPECTRAS platform offers researchers an environment for the rapid analysis of large-scale 

proteomics experiments. Due to its modular design it is flexible enough to easily accommodate future 

changes in proteomics data management.  

 

Keywords: proteomics, management platform, tandem mass spectrometry (MS/MS), MIAPE, 

large-scale analysis, PRIDE, AndroMDA, J2EE 
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Chapter 1 
 
 

Introduction 
 
 

1.1 Background 
 
Genomics is a relatively young discipline that approaches genetics at the molecular level and on a 

genome-wide scale. Despite this youth however, it had nevertheless developed into a major area of 

biological research by the end of the 20th century largely due to a perceived potential to provide a 

better understanding of complex diseases such as cancer and diabetes mellitus. Following the 

accumulation of vast amounts of DNA sequences in databases and the completion of the human 

genome sequencing project, researchers however realized that complete genome sequences in 

databases are alone not sufficient to elucidate biological function. “There is no strict linear correlation 

in respect of the genes of a genome and the corresponding proteins or ‘proteome’ of a cell” [1]. 

Proteomics in contrast has great potential to elucidate function since it studies gene products which are 

the active agents in the cell. Indeed proteomics is directly relevant to the process of drug design “as 

almost all drugs are directed to proteins” [1]. 

One of the most important applications of proteomics is the characterization of posttranslational 

protein modifications (PTMs). “Proteins are known to be modified posttranslationally in response to a 

variety of intracellular and extracellular signals” [2]. Protein phosphorylation for example plays a 

major role in the regulation of many cellular processes in eukaryotes such as signaling, the 

deregulation of which can result in oncogenesis [3]. Since only a certain percentage of the proteins 

involved in a biological signaling pathway are modified an ability to selectively quantify modified and 

unmodified proteins involved in signaling is important for the better understanding of biological 

processes. This process, known as protein expression proteomics, deals with “the quantitative study of 

protein expressions between samples that differ by some variable” [2] and focuses on the comparison 

of the entire proteome or the subproteome between samples. 

Advancements in proteomics have been driven by the progress made in protein technologies. In 

parallel with the development of improved techniques for the separation and isolation of proteins, 

mass spectrometry (MS) has emerged as the state-of-the-art technology for the acquisition of 

information about proteins. Mass spectrometry has essentially replaced classical technique of Edman 
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sequencing, developed in 1949, because it is much more sensitive, can process protein mixtures and 

offers much higher throughput [1]. Mass spectrometry reveals structural information about proteins, 

through peptide masses or amino acid sequences [2]. “No method or instrument exists that is capable 

of identifying and quantifying the components of complex protein samples in a simple, single-step 

operation. Rather, individual components for separating, identifying and quantifying the polypeptides 

as well as tools for the integrating and analyzing all the data must be used in concert” [4]. MS-based 

proteomics has established itself as an indispensable technology to interpret information encoded in 

genomes, to reveal sequence- and posttranslational information, and to quantify the components. 

One of the most common techniques is liquid chromatography tandem mass spectrometry 

(LC-MS/MS) which “is that method that is today at the core of MS-based proteomics” [4]. Although 

used as early as 1992 [5], widespread usage of this method followed the introduction of the automated 

large-scale approach of peptide fragmentation fingerprinting (PFF) using search engines [6]. PFF 

analyzes peptides obtained from digested mixtures of intact proteins [7]. Generally, the peptides are 

separated by a reverse phase liquid chromatography (LC) column to reduce sample complexity before 

loading into the mass spectrometer. In a first run (MS) the peptides are separated according to their 

mass to charge ratio (m/z). Single ions (normally the ones with the highest intensity) are selected from 

the mixture and fragmented. In a second run (MS/MS) the fragments are separated according to their 

mass to charge ratio. The derived pattern is an indicator of the amino acid sequence (for a more 

detailed description see Appendix A). For the identification of the corresponding amino acid sequence, 

there are several PFF search engines available. These are based on the same principle but use different 

scoring algorithms. Biological protein databases are enzymatically digested in silico. Candidate 

sequences are selected for each spectrum on the basis of the molecular weight of the peptide. The in 

silico calculated fragmentation pattern is then compared to that of the spectrum and the accordance is 

expressed as a score [8] (for a more detailed description see Appendix B).  

The first available PFF search algorithm was SEQUEST [9,10], followed by Mascot [11]. In recent 

years, most effort has been invested, in the improvement of mass spectrometers on the one hand 

(improved sensitivity, resolution, mass accuracy, information rich spectra) and in the development and 

improvement of search algorithms (especially their reliability) on the other [12-24]. In addition, 

studies of the advantages and disadvantages of the scores have been performed [6,25]. These ranked 

the algorithms according to their sensitivity and specificity but did not suggest the best algorithm to 

use. They rather proposed the idea of consensus scoring [25] using a combination of different search 

algorithms for better results (e.g. the combination of an algorithm with high sensitivity and one with 

high specificity). 

Nevertheless, proteomics research is not restricted to the identification of peptides and the 

corresponding proteins. The data must be further processed (e.g. clustering of similar proteins, 

conversion to other file formats) and the quantitative information of the experiments extracted. To 

address this issue several bioinformatics tools have been developed [26-29]. The large number of 
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applications in this area however leads to confusion and incompatibilities and demands significant 

bioinformatic understanding from proteomics researchers. There is a clear need to improve the 

consistency and integrity. 

Another important issue is the management and standardized distribution of proteomics data, where a 

uniform reusable presentation is desirable. The microarray community jointly defined the critical 

information necessary to effectively describe a microarray experiment and developed the Minimum 

Information About a Microarray Experiment (MIAME) standard [30]. Subsequently, MIAME was 

adopted by scientific journals and several software platforms supporting MIAME have been 

developed [31,32]. The principles underlying MIAME have resonated beyond the microarray 

community. The HUman Proteome Organization (HUPO) [33] established the Proteomics Standards 

Initiative (PSI) [34,35] in order to provide a similar level of standardization for proteomics. PSI 

defines community standards for data representation in proteomics to facilitate data comparison, 

exchange and verification [36]. With reference to MIAME they defined the Minimum Information 

About a Proteomics Experiment (MIAPE) standard for proteomics [36-43]. The overall MIAPE 

standard is composed of several parts, subject to ongoing development, that describe steps for the 

sample processing before entering the mass spectrometer (gels, chromatography, etc), information 

about the specific mass spectrometer used and the settings and results for the database searches. Some 

of these consist only of working drafts which can be rapidly changed. As well as the MIAPE standard, 

large repositories for proteomics data have emerged, i.e. the Proteome Experimental Data Repository 

(PEDRo) [44] or the PRoteomics IDEntifications database (PRIDE) [45]. 

Many organizations have already realized that the analytical power of classical search engines such as 

SEQUEST and Mascot is insufficient for large scale studies. This has stimulated the development of 

additional commercial and freely available applications [46-60]. To address these problems some of 

these applications have placed more emphasis on data analysis whilst others focused on the 

distribution of data and conformity to standards. The uniform proteomics MS/MS [46] analysis 

platform for example consists of a package of analysis tools which interact with each other using open 

XML file formats for data at the raw, peptide and protein level. In contrast, PROTEIOS [52] focuses 

on a standard-conform presentation of the data and on exporting features. A further limitation is that 

most of the available tools can only be applied to a single LC-MS/MS search run, totally contradicting 

the idea of consensus scoring. Only by comparing separate experiments (e.g. cells at different states, 

tumor cells versus normal cells) can precious information concerning complex diseases be unraveled. 

Stated again, each of these applications addresses only parts of the requirements for a uniform 

all-in-one solution for the analysis and management of proteomics data. A proteomics platform, 

enabling the analysis and the standardized storage of data for distribution thus far missing, would be of 

great value for proteomics research. 
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1.2 Objectives 
 

The main goal of this thesis was to develop a uniform, scalable and extendable proteomics platform 

for the management and analysis of LC-MS/MS data. The resulting system should cope with 

heterogeneous data types and file formats and contain a set of well-established analysis and evaluation 

tools integrated in one application. It should be MIAPE compliant while remaining sufficiently 

flexible and component-based to cope with future changes and adaptations in this rapidly evolving 

research field. Furthermore it should provide well-defined user and data interfaces and fine-grained 

access to the data. The requirements for such a system comprise of the following points: 

 

• Import compatibility 

a) Results of the most commonly used search engines SEQUEST, Mascot, 

SpectrumMill [61], X!Tandem [20], and OMSSA [23] 

b) Raw data in standardized format (mzXML, mzData) 

c) Biological protein sequence databases 

• Additional tasks performed by the platform: 

a) Validation features 

b) Clustering of similar proteins 

c) Quantification of the results 

• Presentation of the data: 

a) Summary view on the identified proteins and peptides 

b) Merged view of results of different search engines 

c) Querying and filtering of the data according to the users’ needs  

d) Export of the results to an external file formats for dissemination 

e) Graphical tools for manual validation 

• Performance issues: 

a) Support for large datasets (raw files around 200MB and search results up to 700MB) 

b) Reasonable response times  

c) Asynchronous processing of long lasting tasks 

• Data storage: 

a) Guarantee for integrity 

b) Efficient access 

c) Fine-grained data access 

d) Independence of database management system (RDBMS) specific features 

e) MIAPE compliance 

f) Easy possibilities for maintenance and extensions 
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Chapter 2 
 
 

Methods 
 
 

2.1 Relative protein quantification 
 

Mass spectrometry delivers quantitative information about the ions involved [4], but the extraction is 

not a single step procedure (see figure 1). Han et al. [27] and Gygi et al. [62] showed that the relative 

abundance of a peptide can be determined by comparing the obtained peak areas of chromatograms. 

The chromatogram itself is not part of the direct output of a mass spectrometer. It can be calculated by 

summing up the intensities of the individual MS spectra, using its inherent quantitative information. 

The MS/MS spectra are not of interest, because they are only results of fragmented peaks from the MS 

spectra (see Appendix A). The whole chromatogram is a measure of mass influx in the mass 

spectrometer. To determine the chromatogram of a peptide, only contributions of a specific mass can 

be accepted. Since the peptides are occurring at different charge states and the mass spectrometer 

measures the mass indirectly by the mass to charge ratio, multiple chromatograms have to be taken 

into account. The measured MS peaks belonging to one peptide can deviate from the ideal m/z value 

according to the mass spectrometers resolution and accuracy. Therefore a m/z range has to be used for 

the calculation of the chromatogram which is dependant on the used mass analyzer. For the integration 

of the peak area of the curve additional smoothing is necessary. The resulting peak area is a measure 

for the relative abundance of the peptide and does not correspond to the total mass of the peptide in the 

biological sample. This can be explained by the ionization (and the resulting signal) which is 

extremely dependant on the physiochemical properties of the peptide [63]. Therefore only a relative 

quantification of similar or the same peptides is possible without additional aid of labeling 

techniques [64-67].
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Figure 1: Schematic overview of the relative quantification process. The sum of all of the intensities of MS 
spectra (not MS/MS) results in an in-silico chromatogram which depicts the flow of masses into the mass 
spectrometer. For the calculation of a peptide only the mass flow of the peptide is of interest. Therefore 
contributions of the mass of the peptide are taken into account. The resulting chromatogram is smoothed 
afterwards. Due to the fact that the peptide can occur at different charge states several chromatograms have to be 
taken into consideration. The area below the chromatogram can be calculated as an indicator for the amount of 
peptide which entered the mass spectrometer. 
 

 

2.2 Standards in proteomics 
 

In recent years many proteomics technologies evolved. On the one hand they have driven this field 

while on the other hand this progress has led to a lack of comparability of proteomics studies. 

Proteomics researchers became aware that a minimum of description should be provided for 

experiments [68] to compare them effectively: a standard. The intention is to maximize the reusability 

and reproducibility of the experiments, and to easily disseminate data in an appropriate manner. 

The first attempt to store proteomics data in standardized manner has been made by a collaboration of 

British institutes [44] in 2003. The Proteome Experimental Data Repository (PEDRo) [69] was 

published. The idea was to create a public repository, where all the proteomics data published should 

be submitted. The data stored was divided into 4 logical units according their activities: 

 

• Sample Generation: This section stores data concerning the general acquisition of biological 

material, and general information concerning the design of the conducted experiment. 

• Sample Processing: Here data concerning the processing of the biological samples is stored, 

including the techniques and the instrumentational parameters. 

• Mass spectrometry: This section captures data concerning machine settings and machine types 

of data analysis by mass spectrometry. 

• MS results analysis: Here the outcomes of mass spectrometry experiments are persisted, like 

peak lists and the results of search engines. Furthermore all the results of the analysis should 

be captured there as well. 

 

The HUman Proteome Organization (HUPO) [33], which conducts many of the proteomics large-scale 

experiments, realized the need for action in this field as well. They founded the Proteomics Standards 
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Initiative (PSI) [34,35]. PSI set up several working groups covering the different areas needed for 

describing proteomics experiments. The domains set up by PSI comply largely with them described 

for PEDRo. In contradiction to PEDRo, the sample processing was subdivided due to the adherent and 

growing complexity of this section. The PEDRo schema strongly influenced the results achieved by 

PSI, since a lot of people involved in PEDRo are now members of the PSI. Before the proteomics 

community realized the necessity for standards, a similar standardization process could be observed in 

transcriptomics. They managed to establish the widely accepted Minimum Information About a 

Microarray Experiment (MIAME) [30,70] standard. According to this, the goal of PSI is to establish a 

standard similar in effect like MIAME for transcriptomics. Therefore, they named the newly evolving 

standard the Minimum Information About a Proteomics Experiment (MIAPE). Regular meetings of 

the PSI lead to a gradual evolution of these standards [36-43,71,72]. Due to the fact that the MIAPE 

standards are evolving, implementations must be more flexible and easier adaptable like it is 

demanded for databases complying with MIAME. Some of the guidelines still only consist of working 

drafts and others are just in planning phase. The currently available working drafts of the MIAPE 

standard are [73]: 

 

• MIAPE GE v1.0 (Gel Electrophoresis – does not include image informatics): covers all the 

sections concerning gel electrophoresis in detail. “These reporting guidelines cover gel 

manufacture, and preparation, running conditions, visualization techniques such as staining, 

the method of image capture and a technical description of the image obtained. They do not 

explicitly cover sample preparation, but do require the recording of which samples were 

loaded onto a gel. They do not include spot detection or other analyses of gel images, nor do 

they include protein identification procedures” [74].  

• MIAPE MSI v0.7 (Mass Spec Informatics): This section is similar to the MS results analysis 

section of the PEDRo. It stores the information required for protein and peptide 

identifications. “These guidelines cover the use of protein and peptide identification and 

characterisation software and the data generated. They do not cover the mass spectrometry 

that generated the data, or the reduction of ‘raw’ profile data to peak list” [75].  

• MIAPE MS v2.1 (Mass Spectrometry): This module is similar to the Mass Spectrometry 

section of the PEDRo. It captures data concerning the mass spectrometry machine. “These 

guidelines cover both the operation of a mass spectrometer and the generation of mass spectra 

from the ‘raw’ data. They do not cover the delivery of sample to the mass spectrometer, or the 

interpretation of spectra by search engines” [76]. 

• MIAPE GI v0.1 (Gel [image] Informatics – online wiki draft for comment): This part covers 

the processing of the found proteins from gels. It includes spot detection, shape and intensity 

of the found items, and other information adherent to the analysis of found gel items. It 

consists just of a draft version where comments can be posted. 
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• MIAPE CC v0.2 (Column Chromatography): It encompasses separation of samples by column 

chromatography. “These reporting guidelines cover a column chromatography experiment 

from the selection and configuration of a column, through the selection of a suitable mobile 

phase, to the collection of fractions and associated detector readings. These guidelines do not 

explicitly cover a sample preparation procedure but facilitate the description of the sample. 

They do not include protein identification procedures. Where multidimensional 

chromatography is used, the material below is repeated as required for each dimension, with 

specific fractions from one column being used as the sample for another” [77]. 

• MIAPE CE v0.4 (Capillary Electrophoresis): This module describes the parameters of 

capillary electrophoresis experiments [78]. 

 

Furthermore, there is another module announced for the sample preparation and handling 

(MIAPE SP v0.1). Currently there is no information available about this module. 

Additionally to the previously described PEDRo database another mentionable repository emerged 

from the European Bioinformatics Institute (EBI) [79]: The PRoteomics IDEntification database 

(PRIDE) [80,81]. The idea was to provide a public repository for protein and peptide identifications 

together with the evidence supporting these identifications. Nowadays PRIDE is complying largely 

with the standards provided by PSI, which elevates and enhances proteomics research data made 

publicly available. 

 

 

2.3 Software Technology 
 
Java 2 Enterprise Edition (J2EE) 
 

Enterprise applications are applications providing services to a wide range of users. The users expect 

from such a system reliability, scalability, high availability and security. “The Java 2 

Enterprise Edition platform provides a component-based approach to the design, assembly, and 

development of enterprise applications” [82].  

The J2EE platform provides a distributed component-based application model. A J2EE application is 

split in several tiers, offering the following functionality (see figure 2): 

 

• Client-tier: is responsible for the presentation and the user-interactions normally comprised of 

a client application, an applet or a web-browser; it is executed on the client machine. 

• Web-tier: handles communication between the web-client and the business logic of the server; 

implements the logic for the graphical representation to the browser; provides services for 

applets and client applications via hyper text transfer protocol (HTTP) and HTTP Secure 

(HTTPS); the components are executed on a J2EE server. 
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• Business-tier: represents the business logic of the application; comprises the execution of the 

logical procedures of the system; this encompasses calculations, preparation of data which has 

to be stored in the database, preparation of data for visualization, etc; it is located on a J2EE 

server. 

• Enterprise-Information-System (EIS) –tier: this tier keeps the data and takes care of the 

persistent storage; it is located on a database server. 

 

  
Figure 2: Schema of a multi-tiered application. The application is divided into 3 or 4 tiers respectively. Due to 
the separation of presentation-, business-, and data logic, any of the components can be upgraded or exchanged. 
  

Since the web-tier and the business-tier can be located on the same J2EE-server or no web-tier at all is 

needed this component based model is entitled as 3-tier architecture. Due to the separation of 

presentation-, business-, and data logic, the components can be changed, upgraded and exchanged. 

This poses a major improvement regarding the maintainability of the software system compared to 

monolithic systems, and introduces independence from specific technology implementations (different 
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relational database management systems (RDBMSs) are supported; different J2EE compliant servers 

can be used; etc). 
 

Business-tier – Enterprise Java Beans (EJBs) 
 

Enterprise Java Beans (EJBs) can be used to implement the business-tier of J2EE applications. An EJB 

is a server-side, application-server-independent software component, whereas a component is a 

reusable piece of software. They can be developed and assembled easily to create sophisticated 

applications with high efficiency [83]. They are running in a so-called EJB container. Containers are 

the interface between components and low-level platform-specific functionalities. EJBs allow the 

development and maintenance of large-distributed server applications [82]: 

 

• The EJB container manages the system-level tasks like the transaction-management, the 

authorization, etc. The developers can focus their work on coding business solutions 

regardless of low level programming tasks. 

• The business logic is encapsulated by EJBs and the client programmer’s work is limited to the 

client-side presentation, neglecting the coding of business rules or database transactions. As a 

benefit the client-side applications do not need to run on high-end performance machines. 

• EJBs are portable and reusable components. They can be used by multiple applications. 

 

Generally, there are three types of beans: 

 

• Session-Beans: execute business tasks for the client 

• Entity-Beans: represent Java objects persisted in a database 

• Message-Driven-Beans: are similar to session-beans, but they are used for the asynchronous 

execution of business tasks without user interactions 

 

Session Beans are used to implement the business logic. They provide business methods for client 

applications or for the web-tier and communicate with entity beans to retrieve relevant information 

from the database. On this level the processing of information should be performed e.g. the execution 

of algorithms, or the assembling of information for the presentation-tier. According to their behavior 

two types of session beans are differentiated [82]: 

 

• Stateless session beans: correspond to a single request and response conversation. A client 

requests a task execution from the bean (execution of business code) and receives a response. 

When the transaction is finished the session bean is released and the request specific 

information during the task execution is discarded. The advantage of stateless session beans is 



2.3 SOFTWARE TECHNOLOGY  11 

 

the reduction of creation overhead at method invocation. Therefore multiple pooled stateless 

session beans can act simultaneously. 

• Stateful session beans: one business processes can span more than one single HTTP 

request/response cycle. Several requests are necessary to achieve the desired outcome. This 

corresponds to a multistage conversation between the server and the client. In case of a 

stateless session bean the necessary information has to be fetched several times from the 

database. However, stateful session beans persist data in the session context and can offer it 

several times without repeated database access. This proves to be extremely useful when for 

example the same results of a time-consuming data transaction are needed for several requests. 

The same results are available to the same client for several requests. The data will be lost 

when the session expires or the browser is closed. A disadvantage is the higher memory 

consumption of stateful session compared to stateless ones. 

 

The choice of the appropriate type of session bean depends on the type of task which has to be 

performed by the business logic. 

 

Entity Beans represent entries in databases. Normally, one Entity Bean corresponds to a table entry in 

a database with the attributes adherent to it. They implement an object-oriented approach of accessing 

the data stored in the database and provide methods for entering and deleting persisted data. The 

attributes of the objects are accessed by getter and setter methods. The persistence of data to the 

database via entity beans can be achieved by two approaches [84]: 

 

• Bean managed persistence (BMP): the access code to the database has to be written by the 

developer. The developer is responsible for the synchronization of data with the underlying 

storage engine. Additionally transactions and locks on the data are fully managed by the 

application code. This approach provides the full control over all data storage actions 

including database specific optimizations. 

•  Container managed persistence (CMP): the data access and storage is handled by the EJB 

container. The developer does not need to take care of low-level actions and can concentrate 

on the development of business logic. Some containers provide caching and read ahead 

mechanism which can be more performant than the custom application code of bean managed 

persistent entity beans. 

 

Message Driven Beans are a special peculiarity of session beans. They consume messages and are 

invoked asynchronously. The message listener who initializes the beans is listening to a so-called Java 

Messaging Service (JMS) topic/queue, to which messages from the client are sent. When the message 

driven bean consumes a message from the queue the working process starts. As soon as the bean 
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finishes its work the initiating message is removed. Message driven beans can invoke during bean 

execution additional session beans, entity beans, or retrieve information from any other resources 

needed (e.g. a file system). The benefit is that the client is released after committing the message and 

does not need to wait until its task is finished. This asynchronous strategy proves to be quite useful 

when long lasting processes have to be started. Furthermore, messages can be consumed concurrently, 

allowing parallel-processing of tasks [85]. When the tasks are computationally intensive, the 

maximum number of concurrent jobs can be set to a fixed number avoiding server overload. 

 

Session façade design pattern 
 

A pattern is a proven solution for a software design problem which occurs over and over again. They 

are reusable solutions reflecting the experience of programmers coming across similar problems [86]. 

One of these patterns is the session façade design pattern, which has been extensively used throughout 

this thesis. This pattern hides the complexity of the object-interactions of the business logic from the 

client and minimizes the time-consuming interactions between client and server. Session beans should 

encapsulate the business logic of an application. This pattern guarantees a minimization of parameters 

send to, and received from the client, but the complexity of the server-side components is increased 

(see figure 3). Whereas the complex business logic is executed in session-beans, while the storage of 

the data is matter of the entity beans. 

  

 
Figure 3: Class diagram of the session façade design pattern [87]. The client communicates exclusively with the 
session façade, while the façade accesses several business objects, like entity beans, session beans or data access 
objects. The entity of access operations is carried out over one session bean. 
 

 

 

 

 



2.3 SOFTWARE TECHNOLOGY  13 

 

The benefits of this pattern are [87]: 

 

• The couplings between client and business objects are loose. 

• Direct interactions between client and server are minimized. As a matter of fact the 

networking overhead is reduced. 

• A uniform interface is exposed. This abstraction simplifies the interfaces and it is easier to 

discover the relevant methods. 

• The amount of business-objects on the network service layer is reduced (the layer where the 

client has remote access). 

• The workflow is centralized, hence the underlying interactions and dependencies are hidden 

behind the session façade. 

 

Session façade patterns use one or more data access objects (DAOs – common Java objects) to persist 

the business data. Calculations and other modifications of the data are performed with common Java 

objects. Consequently the entities stay persistent and they are not affected by business operations. 

 

Web-Tier – Java Server Pages, Servlets 
 

Java Server Pages (JSPs) and servlets form the web-tier of the developed application. In contrast to the 

business-tier they do not focus on the solution of business problems, but represent one possible 

presentation layer within the J2EE platform. 

Servlets are web-enabled Java classes creating dynamic web content. They are waiting for HTTP 

requests and return HTTP responses. The programmer has to code the section from the request to the 

response, while the underlying programming details for the request/response conversation stay hidden. 

They can be compared to common interfaces hosted by a web-server, generating dynamic web 

content [88].  

JSPs are servlets, which are dynamically generated. They utilize the same request and response 

mechanism for the generation of dynamic web content, but the creation approach is different. The 

JSPs are not written in plain Java code. They are using syntax similar to hyper text markup language 

(HTML) in respect to the tagged structure. However behind a JSP tag a Java class with defined 

interfaces is performing the HTML rendering. In contrast to servlets, HTML code can be directly 

integrated into JSPs, which eases the programming. The JSP template files are compiled at run-time to 

Java servlet classes.  

The combination of both technologies enables highly efficient web-development. While JSPs are 

suited more for dynamic HTML pages, servlets provide considerable advantages concerning 

programmatic intensive approaches, like retrieving information from EJBs or rendering of 

images [88]. Similar to EJBs, JSPs and servlets must be hosted by a container (here a servlet 

container). 
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Jakarta Struts 
 

The J2EE platform has shown that the compliance to standards implicates reasonable advantages 

concerning maintainability and easier development of components. For the development of 

web-applications using JSPs and servlets there are two general models [89]: 

 

• Model 1: the web-application is comprised of an accumulation of JSPs, which work 

independently from one another. The JSP alone processes the requests and responses to the 

client (see figure 4). 

• Model 2: is based on the model-view-controller (MVC) principle. It consists of a model which 

encapsulates the business logic, the view which corresponds to the JSPs and a set of servlets to 

guarantee centralized process-management (see figure 5). 

 

 
Figure 4: JSP model 1 architecture. The JSP alone processes the requests and generates the responses to the 
client. The JSP page receives a request from the browser, and communicates according to the type of the request 
with an EJB. The EJB is talking to the business logic which is connected to the database. The JSP page replies 
the request. 
 

In Model 2 all of the occurring events have to be processed by the controller. The controller is a 

servlet that decides if an event is valid for the view, and informs the view about changes. The new 

information is evaluated by the model. If there are any changes, the view fetches the new data and 

depicts them. Therefore the responsibilities for request handling are split into three domains: 

 

• Model: encapsulates application state; responds to application state questions; exposes 

application functionality. 
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• View: renders the model; is updated by the model; presents the data to the browser. 

• Controller: defines the application behavior; manages user actions to update the model, 

selects the corresponding view for the response. 

 

The advantages of the MVC approach are: 

 

• Segregation of the model from the view; only a defined interface is necessary. 

• Several views can access one model; there must be ascertained that the controller notifies 

every view if there is a change in the model. 
 

 
Figure 5: JSP model 2 architecture. The controller receives the request and creates any beans or objects needed 
by the JSP, and forwards the request. In detail: The controller receives the request from the browser, instantiates 
a bean which is connected to the business logic of the server. The controller communicates with the view. The 
view communicates with the bean. The JSP replies to the browser. 
 

The major advantage of model 2 is the better maintainability and extensibility of the system. 

Therefore, a model 2 approach should be chosen for large web-applications, for the purpose of 

prototyping it is better to choose a model 1 approach. 

The Jakarta Struts project provides a reliable and tested open-source framework for the development 

of J2EE web applications using JSP and servlet technology. The MVC concept has been fully 

implemented by the Struts framework providing all the advantages mentioned before. A lot of 

commonly used JSP-tags are already provided by the framework. Additionally the easy extensibility 
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with self-written tags makes Struts to a powerful framework for the development of J2EE web 

applications.  

 

Model Driven Architecture 
 

Although J2EE provides an environment well suited for the development and maintenance of server 

application projects, the implementation of required interfaces for EJBs and configuration files for 

Struts, etc result often in programming overhead which slows down the development. Nevertheless, 

the prolongating work consists of tasks, which can be performed automatically. To overcome these 

shortcomings and to concentrate on the implementation of business logic a model driven approach for 

the implementation of the platform has been chosen. 

These handicaps of general development platforms has been recognized by the Object Management 

Group (OMG) [90], which was formed to reduce the costs and the complexity of new software 

applications. The OMG introduced the Model Driven Architecture (MDA), whereas a model is the 

“formal specification of the function, structure and/or behavior of the system” [91]. “The MDA 

addresses integration and interoperability spanning the life cycle of a system from modeling and 

design, to component construction, assembly, integration, deployment, management and 

evolution” [92]. To achieve this, different technologies had to be applied, including the XML 

Metadata Interchange (XMI) format, Unified Modeling Language (UML), and Meta Objects Facility 

(MOF) [91]. The idea behind MDA is to depict the conceptual architecture of an application in a 

model. The model is afterwards transformed into models of different abstraction level or to source 

code. The layers of abstraction for a model can be divided into platform independent models (PIMs) 

and platform specific models (PSMs) [93], whereas platforms in this context means a platform like 

J2EE [94] or .NET [95]. The PIM is applicable to multiple platforms. The transformation works from 

the higher levels of abstraction to next lower level (see figure 6). 

 

 
Figure 6: Workflow of model driven architecture. The platform independent model has to be transformed to a 
platform specific model; which has to be transformed to the platform specific code; the code has to be 
transformed to executable code (compilation).  
 

Defined rules should be complied for the transformation from one layer of abstraction to the next one. 

Actually, the research of the OMG goes in the direction of elaborating standardized rules for the 

transformations [96-98], because the major benefit of such an approach emerges when the 

transformations work in an automated manner.  

 

 



2.3 SOFTWARE TECHNOLOGY  17 

 

AndroMDA 
 

AndroMDA is an open source code generator [99]. A generator is a program which takes models at a 

higher level of abstraction and transforms it into the next lower level. A code generator creates 

platform specific implementation code (e.g. Java, C++, C#, etc). But how to describe software models 

at PIM state? One solution is the OMG standard unified modeling language (UML) which is a 

language for describing software applications. For the visualization of the UML model many 

Computer Aided Software Engineering (CASE) tools like MagicDraw [100] or Poseidon [101] are 

available. The CASE tools can store the UML information either in proprietary formats, which can be 

read only by internal code generators, or in XML Metadata Interchange (XMI) format. The stored file 

is afterwards read from the code generator and the UML model is interpreted according to the 

corresponding code generation rules and transformed into implementation code. 

AndroMDA is able to read the UML model from the XMI format and makes mainly use of the UML 

class diagram for the software description. Like in Java programming language a class can correspond 

to a real Java class or to a more abstract set of classes and interfaces like an EJB. For the rough 

classification of the purpose of the used classes, so called stereotypes are assigned to them. E.g. the 

stereotype <<Entity>> corresponds to the generation of an Entity Bean, while <<Session>> would 

result in the generation of a session bean. A class can have several attributes (like the columns of 

database tables), and/or several operations (like access methods, or the business methods of a session 

bean). For a more detailed description of the functionality, the model provides tagged values. 

Moreover AndroMDA features a lot of possibilities to map relations between classes. Stereotypes and 

code generation rules can be extended by the developers individually to their needs which make 

AndroMDA to a flexible and powerful tool. Nevertheless, AndroMDA is still largely independent 

from the targeted platform, since e.g. <<Entity>> could correspond to any type of classes that persist 

something in a database. 

Figure 7 depicts a detailed scheme of the used build process for the application development. In a first 

step the application is modeled with MagicDraw [100] and stored in XMI format. The whole 

build-process itself is determined by an adjustable Ant [102] build file. There the sequence of the 

invoked steps is defined. First the XMI and the code generation rules written in velocity [103] are read 

and the syntax is checked by the AndroMDA code generator. The cartridges contain the 

meta-information how to transform the information stored as stereotypes, tagged values, etc in 

platform specific code. The mapping of cartridges to stereotypes is definable in the file 

andromda-cartridge.xml. The andromda-cartridge.xml is exhibiting so called outlets which can be 

executed by the AndroMDA ant-task. Therefore every single step of the code-generation process is 

controllable and the cartridges are flexible to be adapted by the developers to their demands. When the 

model and the syntax had been validated successfully the AndroMDA code generation starts. 



2.3 SOFTWARE TECHNOLOGY  18 

 

 
Figure 7: Overview of the AndroMDA build process used for the development of a J2EE application. The 
model and the code generation rules are provided to AndroMDA and J2EE specific code is generated. The 
building process covers all the steps from the interpretation of the UML-model over the code generation to the 
compilation and packing of a fully deployable enterprise application. 
 

The output is split in two groups: 

 

• Dynamically generated code: The code is overwritten every time the AndroMDA code 

generation process is called. A latter change in the model induces a direct change in the code. 

This proved to be extremely useful in the generation of entity beans, or interfaces provided by 

session beans, or DAOs. Subsequent changes and extensions in the data model are easily 

manageable. 

• Statically generated code: This code is generated only when a class is defined the first time 

and is never overwritten unless the physically generated file/files is/are deleted. This is 

applicable for code that cannot be generated automatically. This code can be seen as a 

template and must be extended to implement the business logic. An example is business code. 

The EJB interfaces and classes are generated automatically, but additionally implementation 

classes are generated which extend the automatically generated ones. The regeneration of such 

classes would result in loss of business code. A further example would be the generation of 

Struts code for the presentation-tier. It is reasonable to generate input fields, display fields, the 

standard configuration entries for Struts or standard functionality like storing and retrieving of 

data automatically, but only in the manner of templates. It makes no sense to lump together 
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the display for all database applications. There are always specific problems to solve, where 

the code has to be adapted. If there are changes in the automatically generated code that affect 

the statically generated part the changes have to be adapted manually. 

 

The combination of these two types resulted in an efficient and still flexible approach for the 

development of large enterprise applications [104]. 

The automatically generated code contains XDoclet [105] tags. After the AndroMDA code generation 

has been finished the XDoclet code generation engine uses these tags to generate the local, remote and 

home interfaces for the EJBs. The deployment descriptor files are generated as well, to enable the 

compatibility to a JBoss Server [106]. In contradiction to the AndroMDA code generator XDoclet is 

not platform independent but is just applicable to Java. Nevertheless, it is not restricted to JBoss, and 

supports several J2EE application servers. Afterwards the whole code is compiled and packed to the 

corresponding deployable files (EAR, JAR, and WAR). 

 

Relational database management system (RDBMS) 
 

The reliable storage of data from J2EE applications is guaranteed by sophisticated relational database 

management systems [31,107,108]. A relational database model consists of a series of unordered 

tables, connected with one another. The design of a database should be a model of the real world. The 

tables represent the items (entities) of the real world. The tables are composed of rows and columns, 

where the uniqueness of the rows must be guaranteed by primary keys. The relations to other tables 

are established by the export of primary keys to other tables (foreign keys). This principle allows the 

mapping of one-to-one, one-to-many, and many-to-one relations between real world objects. For 

many-to-many relations an additional helper table must be added. Codd [109] elaborated rules to 

normalize data for storage in a flexible, non-redundant and efficient way. Many of the major relational 

database management systems [110-113] comply with these rules. 

The operations on database tables are normally performed by the execution of Structured Query 

Language (SQL) statements. Although, SQL should pose a standardized language for database access, 

each of the databases uses a kind of specific dialect, and the syntaxes differ within the RDBMS 

implementations. E.g. the statements for fetching data are mostly the same, while statements for 

creating tables vary largely, due to the use of different data types and the different organization of data 

storage. An additional reason for differences in SQL implementations is that RDBMSs and their 

features were developed independently. Nevertheless the entity beans and the EJB-QL (EJB Query 

Language) [114] of the J2EE platform take over the burden of programming RDBMS specific SQL 

statements. However the use of EJB-QL takes longer than the direct execution of SQL statements. 

Therefore this approach is more feasible for handling smaller datasets having the advantages of better 

maintainability. Furthermore it is less flexible because every type of query in EJB-QL is hard-coded. 

Therefore a flexible combination of user-specific constraints for queries is not easy to implement. In 
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response to this drawback the Java Database Connectivity (JDBC) API can be directly utilized [115]. 

JDBC is a standardized programmatic interface for Java applications, which provides RDBMS 

corresponding drivers. It is a low-level application interface (API), since it executes SQL statements 

directly. It has been developed as fundament for interfaces operating at higher level, offering a more 

user-friendly API. JDBC performs the following 3 steps: 

 

• Establishes a connection to the database. 

• Sends SQL statements 

• Fetches the results 

 

JClusterService 
 

The amount and the complexity of data for mass spectrometry experiments increase dramatically. The 

algorithms handling the vast amount of data pose computationally intensive tasks slowing down the 

work progress of users accessing the data. Therefore, outsourcing and parallel-computing is a 

requirement to reduce overall analysis time. 

The JClusterService is a web service for delegating resource intensive tasks to a high performance 

computing cluster system [116]. The flexible modular design allows the integration of any 

command-line tool. The tasks are executed on dedicated computational nodes and do not slow down 

the main web-server anymore. JClusterService is a J2EE application, providing a remote Java API 

accessible by Simple Object Access Protocol (SOAP) [117]. 

 

Authentication and authorization 
 

A system located in a multi-user environment must meet certain expectations: 

 

• Users must be authenticated. 

• The system must be secure. 

• The roles for data manipulation capabilities must be definable. 

• The user should have the possibility to share data with other users of the system. 

 

The in-house developed Authentication and Authorization System (AAS) [31,118] offers an 

easy-to-integrate environment for the administration of multiple applications and multiple users. On

the one hand it provides an API for Java applications, on the other hand it offers specific JSP tags for 

Struts web-applications. For authentication a combination of user name and password is required. The 

data manipulation roles can be defined via fine-grained Access Control Lists (ACLs). The ACLs are 

assignable to groups of users or users individually. Additionally the system offers the administration 

of institutions, and control features like logging of user accesses.  
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2.4 Experimental procedures 
 

In order to validate the system under experimental conditions a biological experiment was conducted. 

The proteins serumalbumin [GenBank:AAA51411.1], human apotransferrin [ref:NP_001054.1] and 

rabbit phosphorylase b [PDB:8GPB] were used. Protein aliquots were split to two samples. To label 

the proteins ICPL (isotope coded protein label) was used. One aliquot was labeled with the 12C 

isotope (light), the other one with the 13C isotope (heavy). From these stock solutions samples for 

MS/MS analysis which contained defined ratios of heavy and light isotopes were prepared by mixing 

the solutions of light and heavy labeled peptides. To separate peptide mixtures prior to MS analysis, 

nano reverse phase high-performance liquid chromatography (nanoRP-HPLC) was applied. 500fM of 

each mixture was separated three times using the same trapping and separation column to reduce the 

quantification variability error which is introduced by HPLC and mass spectrometry. The exit of the 

HPLC was online coupled to the electrospray source of the mass spectrometer. PFF database searching 

was done with the Mascot Daemon [11] using an in house database of the Institute of Molecular 

Pathology in Vienna [119] (for a detailed description of the experiment see the attached paper: 

MASPECTRAS: a platform for management and analysis of proteomics LC-MS/MS data). The results 

of the database search and the raw data were used for the test of the developed proteomics platform 

(see 3.4). 
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Chapter 3 
 
 

Results 
 
 

3.1 Extensions to the AndroMDA environment 
 

The proteomics standard MIAPE is still evolving. MIAPE compliant database implementations must 

therefore be flexible and easily adaptable. In view of this we chose the model driven approach using 

AndroMDA. Despite its utility, it was however nevertheless necessary to extend the AndroMDA code 

generator described in 2.3 to enable rapid development. 

A major problem was posed by the generated web-interfaces which displayed the entered data only as 

long lists. A database application should provide more. The user should be equipped with a set of tools 

to organize data, or better still to filter out irrelevant information. At the beginning of the project a 

ready-made solution to this problem was available from Struts: the display tag library. This provided 

tags to easily display tables with a definable number of elements per page, the ability to turn pages, 

and to sort by the columns of the table. Although in principle a good approach it however suffers from 

some drawbacks compared to the solution described in this thesis:  

 

1) The displayable columns cannot be faded out individually and the page is thus not 

customizable for the user; this feature is especially important when many columns must be 

displayed; the user can easily lose the overview. 

2) The tables provided have only a display purpose, i.e. there is no interaction with the EJBs or 

any other possibility to post queries. Such features must be implemented separately and 

manually. Such an approach completely contradicts the paradigm of model driven 

architecture. 

3) Worst of all, all of the entries must be retrieved from the database and loaded into the web 

session, i.e. selective retrieval of only the items needed for the displayed page is not possible. 

The consequence is a significant loss of performance with large datasets and unjustifiable 

response times from the system. 
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Usefully the MARS application, developed in-house for DNA microarray studies [31] provided a 

ready-made solution to the problems described above, the so-called “report bean” [120]. Direct 

coupling to the database is achieved via a session bean executing direct JDBC statements and entity 

beans for fetching the Java objects. The JDBC statements are assembled by a generic JDBC generator 

relying on abstract Java objects representing database columns, with the columns for one bean 

possibly originating from different database tables. This generic approach allows for great flexibility 

in the composition of a variety of possible query fields without requiring any SQL knowledge from the 

end user. The high efficiency of this approach stems from the strict separation of the querying and 

fetching phases. During the querying phase only a minimum amount of information (normally only the 

primary keys) is fetched from the database. The information in other fields is not needed since it is 

provided in the query itself. For display purposes the entity beans only fetch information for the items 

to be displayed which, depending on the chosen page size, results in 15 to 100 elements rather than the 

20000 that can occur in the result lists for proteomics experiments. The bean implements an interface 

where standard methods needed to display the results are defined. As well as querying and fetching 

elements, the bean possesses functionality that includes determining the number of elements and 

pages, turning to the next, previous, or a distinct page, or retrieving the queryable fields and 

corresponding operators (‘=’, ’>’, ‘LIKE’, etc). 

The implementation of report beans however entails much time-consuming and error-prone work due 

to their inherent complexity. Report beans have therefore been integrated into our in-house developed 

extension of the AndroMDA project [121]. The UML-based implementation is very simple (see 

figure 8). The session bean EntityBReportService corresponds to the report bean. The only difference 

to a normal session bean is the tag @andromda.service.reportbean. This must have a reference to the 

corresponding entity bean in order to populate the queryable fields. Additionally the entity bean must 

be associated to a constants class (GlobalConstants), which generates constants for the persistent fields 

which can be used by other classes. The SharedEntityB corresponds to a sharing table, which is 

needed only when sharing mechanisms (explained later in this section) are desired. Extensions to the 

generated report beans (like queries to other database table fields) can be implemented gradually. The 

generated classes nevertheless form a reliable basis for further development. 
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Figure 8: UML-model of a report bean for AndroMDA. <<Entity>> corresponds to an entity bean. 
<<GlobalConstants>> is a class where constants for other classes are generated and can be used. The 
<<Service>> with the tag @andromda.service.reportbean is the report bean. 
 

Although report beans form the business logic for the execution of sophisticated table operations, they 

are not the web-interfaces for the user. The Struts servlets and JSPs are still missing. The in-house 

developed MARS application [31] already provided solutions with common look and feel for Struts 

servlets and JSPs. These solutions did not however exhibit the clearly structured segmentation in 

functionality that is needed for code generation. The methods provided by the servlets were therefore 

structured according to their functionality. A number of methods were evolved including createEdit 

(handles everything concerning storage to the database), changePageSize (to enter a different number 

of items for one page), submitQuery (to execute a query via a report bean), scrollNextPage, and so on. 

Despite this clear structure, the development of pages using report beans remained a very 

time-consuming and error-prone task that was also much more error-prone than the development of 

report beans. Every step and method had to be kept in mind. 

This technology was therefore integrated in the AndroMDA cartridges (see figure 9). This model can 

be viewed as an extension to the previously described report bean model (see figure 8). The main 

extension is the class EntityBReport, which is responsible for the generation of the Struts servlets, 

JSPs and forms (value objects which are sent via HTTP, whereas value objects are plain Java objects 

exhibiting getter and setter methods for their attributes). This must have a dependency to the 

corresponding report bean. The fields that must be displayed and additional information about them is 

retrieved from the association to the entity bean. This additionally generates standard field display 

names to facilitate internationalization of the application. Then it renders extensible entries for the 

Struts controller, which controls the workflow of the pages. Furthermore some additional features are 

definable. The association to the WebConstants is needed, since the references between several classes 

(and the lookup in the web) are handled by them. The dependency to the TemplateServiceFactory is 
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used for storing user input in the database. This part can however be used for all entities (since it is 

part of the standard AndroMDA implementation [121]). 

 

 
Figure 9: UML diagram for a fully functional report page, providing lists with query, sorting, and scrolling 
features, and input masks as well as the possibility to share with others, create edit and delete functionality. The 
model is an extension of the report bean model (see figure 8). The responsible class for the generation of the 
Struts servlets and JSPs is the <<StrutsReportAction>>. 
 

The result generated by this model is a ready-to-use web-interface which provides multiple useful 

features including page scrolling; definable page size; sorting by all of the available columns; 

querying; saving of default queries; customization of display fields; saving of default display fields for 

each individual user; sharing of data with other users and institutes; controlled access rights to the data 

via the AAS [118]; data manipulations including the creation, editing, and deletion of data objects (see 

figure 10). 

These generated pages can furthermore be adapted and changed to meet specific needs and therefore 

form an excellent basis for further development. The rate of development of highly-functional 

web-applications was moreover dramatically increased: the manual development of such a page took 

3-4 days (even when routine); the same procedure can be completed with AndroMDA in 1-2 hours. 
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Figure 10: Two web-pages generated by AndroMDA without any additional programming effort. The page 
provides the combination of any type of queries, and the individual saving of them. The display fields are 
customizable and storable to each user individually. Both of the boxes can be hidden. Below there is a scrollable 
and sortable list. The fields on the right side of the table entries have the following meaning (from left to right): 
edit, share, delete. The page on the right depicts the automatically generated input mask. 
 

The AAS (see 2.3) provides an excellent basis for a standardized user administration. Standard 

features are offered for the administration including the granting of rights to groups or users for 

different kinds of applications [118]. Some possible security leaks have nevertheless been fixed during 

this thesis. For single-sign-on purposes between several systems using the same AAS a cookie must be 

used. In the former version the username and the authentication identifier issued by the AAS were 

stored there in plain text. If a user did not log out properly, the cookie remained in the browser. 

Although the authentication id expires regularly, the use of the same browser by an unauthorized 

person, or the copying of the login and the authentication identifier is possible until expiration. We 

therefore implemented a Diffie-Hellman key agreement [122] to retrieve a key for the encryption of 

the information stored in the cookie. The key is changed regularly and can only be retrieved by 

registered applications of the AAS. Additionally, the expiration time of the authentication identifiers 

can be set by the client applications individually. At log-in-time the AAS receives this information and 

stores it in the database. As long as the user is active the time is updated. When this time is exceeded 

the corresponding authentication identifier is automatically removed and not at fixed time points as 

before. The critical time for the abuse of the identifier is thus minimized. The received key of the 

Diffie-Hellman key agreement provided a further benefit. In the former version the private key of the 

application and the passwords were sent as plain text (although over an HTTPS connection). These 

keys are now additionally encrypted and the sections where encryption and decryption occur are 

encapsulated, further augmenting the security of the systems. 

The system furthermore revealed a conceptual security leak. The AAS is designed for the management 

of several applications. The central management of all of the settings by a central administrator is not 

feasible since the number of applications is steadily growing. A separate administrator is therefore in 
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charge of the rights for each application. The administrators are only permitted to assign rights to their 

applications. Rights can however be assigned to groups to simplify the management of the system, the 

granting of rights to each user individually would be error-prone and unnecessarily labor intensive 

(although possible). User groups can be reused in several applications. An administrator of one 

application was previously able to add his/her own or other accounts to groups (even with a lot of 

permissions) of other applications. In the new version, the group is first assigned to an application. 

Only the administrator of this application can now permit the use of the group in another application. 

The rights concerning a given application are thus fully controlled by the respective administrator.  

As well as supporting several applications, the AAS supports the administration of several 

independent institutes, since data management on an institute level frequently makes more sense than 

on an individual user level. Nevertheless, the old AAS permitted only the assignment of users to one 

institute. Users can now be added to several institutes and institutes can be organized hierarchically, 

i.e. the members of a parent organization have access to data produced by sub-organizations. 

  

In the course of this thesis the AAS has been integrated into the AndroMDA environment [121]. All 

the features provided were integrated. The AAS Struts tags for the access permissions to the data are 

generated by default, and sharing mechanisms can be generated automatically if desired. The data can 

be shared with users and/or institutes (see figure 11). Only the owner – which can be a user or an 

institute - can share data objects and grant read, delete, and update permissions. The code can be 

rapidly generated and fine-grained access control provided. 

The original AndroMDA version was not designed to work out-of-the-box with different RDBMSs 

since the primary key generator used was in fact a random key generator. An issued key could thus be 

reissued. MARS [31] already provided a functional key generator for Oracle, which has been 

integrated in the AndroMDA project. According to this additional key generators for PostgreSQL and 

MySQL have been implemented. The application detects which database is used and executes 

database specific statements. To modify RDBMS it is only necessary to replace the corresponding 

JDBC-library and the database deployment file (containing access information including address, 

username, and password). 

Further to the above, a generic file upload zone, extracted from MARS, where even large files can be 

uploaded (tested up to 2 GB).has been added to the extended AndroMDA project. 
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Figure 11: Sharing in the AndroMDA environment. The data can be shared with users and institutes. When a 
user obtains a shared item he/she cannot share it with others. Read rights are granted by default whereas update 
and delete rights can be granted individually (last two columns of the table). 
 

The database transaction of huge datasets via EJB was moreover slow. To address this issue, a generic 

module was developed to transfer a whole value object tree using direct JDBC statements within a 

single database connection. The performance gain is related to the amount of data. In some tests the 

time necessary for a complete database transaction was approximately one third of the time needed by 

EJBs. 

 

The development infrastructure described above proved to be extremely useful. Development speed in 

particular was dramatically increased. The extensions developed for the AndroMDA template project 

are popular with our developers and are used in many of the applications developed at the Institute for 

Genomics and Bioinformatics (TAMEE: data management system for tissue microarrays [123]; 

SampleDB: data management system for tissue samples; PPIX: [124]; RTPCR: management system 
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for real-time polymerase chain reaction experiments (PCR) [125]; LicenseManager: management 

system for license keys; MammaDB: database for the clinical data of breast cancer patients; 

StocksDB: database for biological stocks [126]; mouseDB: laboratory mice information management 

system).  

 

 

3.2 MAss SPECTRometry Analysis System (MASPECTRAS) 
 

The aim of this thesis was to develop a uniform, scalable and extensible IT platform for the 

management and analysis of LC-MS/MS data that facilitates and accelerates proteomics research. This 

ambitious goal has been realized with the aid of previously described tools. The result, the MAss 

SPECTRometry Analysis System, (abbreviation: MASPECTRAS) encompasses a variety of tools, 

integrated in a single platform and based on a MIAPE compliant schema. 

 

3.2.1 MIAPE compliance 
 

The starting point for MASPECTRAS was the development of a database schema. At this time, 

proteomics data was captured in a standardized manner using the PEDRo schema [44]. MIAPE was 

still in a rudimentary form not ready for use. To begin with, PEDRo was remodeled as an UML 

diagram with entity beans compatible with AndroMDA.  

The gradual evolution of the MIAPE specifications was subsequently tracked and new developments 

were incorporated into the application data model. The result is a fully MIAPE compliant schema, 

fulfilling the MIAPE standards for gel electrophoresis (GE v1.0), mass spectrometry informatics (MSI 

v0.7), mass spectrometry (MS v2.1), gel (image) informatics (GI v0.1), and column chromatography 

(CC v0.2) (for a description of the standards see 2.2; the MASPECTRAS database schema at 

Appendix C). 

Report beans, Struts servlets and JSPs were gradually generated and manually adapted to highly 

sophisticated, flexible web-pages (see figures 12 and 13). The main goal was to design a series of 

user-friendly pages to facilitate data entry. The user can for instance link information between 

different database tables, without seeking the main menu for the corresponding input mask. Help 

features are furthermore provided to minimize misunderstandings. The system is designed to retrieve 

information rapidly whilst still providing the flexibility to store all types of proteomics experiments. 

The rapid development and incorporation of new standards depended critically on the AndroMDA 

code generation framework (see 3.1). 
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Figure 12: MIAPE compliant input mask for 2 dimensional gels and navigation tree. The MASPECTRAS input 
for the sample preprocessing steps is kept completely flexible. All available steps can be combined. In this 
example (tree view), parts of the sample are preprocessed by a 1-dimensional gel electrophoresis experiment, 
other parts of the sample by a 2-dimensional gel electrophoresis experiment, and other parts by a liquid 
chromatography column, yielding bands, spots, or fractions respectively. One spot is preprocessed again by a 
liquid chromatography column delivering fractions, whereby with one fraction 2 mass spectrometry experiments 
are conducted. With the tree view the user can navigate quickly to the desired item. The right part of the picture 
shows parts of the input mask for 2-dimensional gel electrophoresis (the remaining input masks are at the 
remaining tabs). Although a lot of information is required, the input was minimized to as great an extent as 
possible. Whenever there is more information to enter (especially reusable information) then select fields are 
provided. To add items that are not present in the list, there is a link on the  button, which leads directly to the 
corresponding input mask. When the information is entered the user returns to the input page where the blue 
button was clicked. The user is prevented from useless searching for the correct input page in the main menu. 
For detailed information about an item in a select field, the link on the  button opens a closable box containing 
it. When several possible items can be entered, an “Add something” button (e.g. “Add running buffer”) is 
provided to add an additional input field. If it is convenient to have several input fields as for the 
“Electrophoresis conditions” they are displayed within the same page. With the  button the additional fields 
can be removed again. The  offers information about what must be entered at that field (normally the original 
MIAPE text appears). 
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Figure 13: MIAPE compliant input masks for liquid column chromatography and for a band of a 1-dimensional 
gel electrophoresis experiment. The liquid chromatography input mask (left picture) demonstrates the versatility 
of the system; the mobile phase components entered at the top section appear in the drop down list of the select 
box. At the bottom a list of the fractions obtained from the liquid chromatography experiment is depicted. The 
picture of the band on a 1-dimensional gel electrophoresis experiment (right picture) demonstrates that the 
display of pictures is integrated, for when this facility is required. 

 

3.2.2 Analysis pipeline  
 

A standard compliant platform does not provide sufficient functionality to be accepted by the 

proteomics community. Features for the analysis of proteomics data must be provided. Figure 14 

shows an overview of the tasks which can be carried out by MASPECTRAS. Researchers conduct 

their proteomics experiments as usual and generate mass spectrometry data. The data is searched by a 

database search engine of choice. Although from an informatics point of view the platform could start 

with a database search engine, this part has not been integrated for the following reasons: 
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• There is a lot of research going on in this area (see Appendix B) and yet another (additional) 

search algorithm was not desired. 

• Many search algorithms are not free of charge and integration is problematic 

• Integrating algorithms significantly increase maintenance effort, since they are frequently 

changed.  

 

 
Figure 14: MASPECTRAS analysis pipeline. The mode of execution of mass spectrometry experiments is not 
influenced at all by the use of MASPECTRAS. Database searches are afterwards performed with the search 
engines of choice. The data is then imported to MASPECTRAS (see 3.2.3). There the search engine results 
undergo a further validation algorithm (see 3.2.4) to increase confidence in the results and to filter out false 
positives. The proteins are then clustered according to their similarities (see 3.2.5), and the remaining peptides 
are quantified (see 3.2.6). For the analysis of the resulting data, MASPECTRAS provides a variety of analysis 
tools. The final result can be exported directly from the view to a format for a public repository (PRIDE). 
 

The analysis with the MASPECTRAS platform starts after the search engine results have been 

generated. MASPECTRAS provides several parsers, which support the native output formats of 

various search engines. The data is subsequently fed through an automatic processing pipeline and the 

results are scored by a well established algorithm (see 3.2.4). The identified proteins are then clustered 

according their sequence similarities (see 3.2.5), since the outcome of PFF experiments are peptides, 

and the proteins correspond just to a group sharing the same set of peptides. In a final step, the 

peptides are quantified by their chromatogram trace (see 3.2.6). The remainder of the analysis must be 

performed manually by the user, aided by different visualization tools provided by MASPECTRAS 

(see 3.2.7 and 3.2.8). The final results can be easily exported to different file formats with only a 

single mouse-click (see 3.2.9). One of the formats, the PRIDE-XML format, can be uploaded without 

further changes to the PRIDE data repository at EBI. The pipeline is implemented asynchronously 

using message driven beans (see 2.3) enabling the user to analyze uploaded data whilst the remainder 

is processed by the pipeline. The progress and the status of the import can be observed in an upload 

section. 
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3.2.3 Data import 
 

The proteomics data necessary for the evaluation of a mass spectrometry experiment with 

MASPECTRAS comprises of the search engine results and the raw data from the mass spectrometry 

experiment. The raw data is needed for quantification, since the search engine result files store only 

the spectra for the found hits. In order to quantify a peptide, the chromatogram must be available: this 

cannot be reconstructed from the search engine results, only from the aforementioned raw data. The 

raw data is however stored by different mass spectrometers in proprietary formats (normally binary), 

which change continuously. Fortunately, converters relying on machine specific libraries, which 

generate files in commonly readable XML formats already exist. In recent years the two formats 

mzXML [127] and mzData [71] were established. Both of these are supported by the MASPECTRAS 

analysis platform. The native format of XCalibur 1.3 is furthermore also supported. 

Every available search engine (see Appendix B) stores its results in a different proprietary file format. 

An attempt was made to establish a standardized storage format for search engine results 

(pepXML [46]). This format (or at least the converters) however lacks some important information 

(Second hits for instance are not stored for a spectrum. This is an issue since the first hit is frequently 

not the right one, especially in PTM research). This approach was therefore not acceptable. The aim 

was thus to establish a feasible platform, with search engine-independent implementation, which had 

to be generic and easily extensible to further formats. From our perspective the most commonly used 

search engines in the proteomics field were the commercial products SEQUEST, Mascot and 

SpectrumMill, and the freely available ones X!Tandem and OMSSA. Parsers for the native formats of 

these five were implemented, with the advantage that no file conversion is required. 

A major goal of the thesis was to guarantee the comparability of results originating from different 

search engines, since these store their data in significantly different ways (apart from just using 

different scores). A standard presentation of the data was hence designed. One of the major challenges 

associated with this was the representation of the PTMs, since the way they are stored (sometimes 

with completely different names) varies greatly. Moreover it should be possible to query for 

modifications originating from different search engines (see 3.2.7). The only unifying feature is the 

difference in mass due to the PTM. To address this, a lookup table was introduced, containing all of 

the masses used for the database search, with identifiers for the modifications stored in the column 

MOD_NUMBER (see figure 15). As well as the sequence string a modification string is stored in the 

Peptidehit table. An unmodified amino acid is marked with 0 at the corresponding position of the 

molecule, a digit bigger than 0 is used if PTMs have taken place (the meaning of the value is stored in 

the lookup table).  
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Figure 15: Schema for the storage of PTMs. As well as the sequence string a modification string is stored in the 
Peptidehit table. An unmodified amino acid is marked with 0 at the corresponding position of the molecule, a 
digit greater than 0 if PTMs have taken place. For the whole search, one table called Massreference serves as 
lookup. The lookup works via the field modNumber in the lookup table. 
 

Another challenge was to compare proteins originating from different search engines since the protein 

sequences are not stored in the search engine result files. Only a non uniform identifier for the 

corresponding protein is stored. Even if the same protein sequence databases are used, the search 

engines extract different parts of the accession string (e.g. X!Tandem: gi|231300|pdb|8GPB; Mascot: 

gi|231300; SpectrumMill: 231300). Moreover different databases provide different identifiers (e.g. 

NCBI nr [128]: gi|6323680; MSDB [129]: S39004). To provide a universal mean of obtaining 

comparable identifiers from several database search engines using different protein sequence 

databases, a generic sequence database management module was implemented. 

Since such a solution could be of interest for multiple applications, the management and parsing of 

sequence databases was implemented on the JClusterService side [116] with a corresponding API, 

while the web-interface was implemented directly in MASPECTRAS (see figure 16). For 

MASPECTRAS it was important to retrieve the protein sequence, as well as some additional 

information such as the description or the organism based on the identifier used by the search engine. 

The service provided by the JClusterService is designed to dynamically store parsing rules to extract 

almost every part of the header string with a corresponding regular expression [130].  
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Figure 16: Generic protein sequence database administration. At the top parsing rules for the accession, 
description and organism are defined via regular expressions. When the parsing rule definition is tested, the 
parser applies the rules to the first ten database entries and returns the results to check the parsing rules 
manually. The complete entry is shown together with parts of the entry extracted by the rules. If one entry has 
several accession strings and descriptions they are comma separated. 
 

In order to compare results originating from different protein sequence databases, the database schema 

shown in figure 17 was developed. The presence of a given protein in a database can be quickly 

established via the lookup of the checksum. If the accession string differs, a new entry referring to the 

stored protein sequence is stored. When results from different searches need to be compared, the same 

proteins are detected quickly, since, although they can originate from different protein sequence 

databases, they share the same protein sequence identifier. 
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Figure 17: Schema for the storage of proteins. The table Proteinsequence contains the amino acid sequences. 
Proteinmetadata serves as lookup table when data is imported to MASPECTRAS. There the length and a MD5 
checksum of the protein sequence are stored to find the same sequences quickly. The Protein table stores 
annotations of the specific database. Proteinhit stores parameters specific for a specified database search. 
 

3.2.4 Data validation 
 

Since the database search algorithms are based on statistical methods the detection of false positives is 

adherent. Several approaches for the re-scoring of peptide hits have been published [12,13,131], 

motivated by the desire for increased reliability and less manual effort. In a benchmarking study from 

Kapp et. al. [25] the specificity and sensitivity of PFF search algorithms was tested. The 

PeptideProphet [12], a validation algorithm based on SEQUEST or Mascot search results, turned out 

to be the most reliable algorithm. MASPECTRAS therefore provides an in-house translated 

Java-derivative of the original C++ algorithm. The statistical model of the PeptideProphet algorithm 

incorporates a linear discriminant score based on the database search scores (for SEQUEST: XCorr, 

dCn, Sp, rank and mass difference) as well as the tryptic termini and missed cleavages.  

After the search results entered MASPECTRAS, the results from SEQUEST and Mascot are 

automatically validated by the PeptideProphet module. The data must in addition pass user-definable 

filters. The filters can be applied to the native search engine scores (in combination with the charge 

state, since the search engine scores are dependent on the charge state of the peptide) as well as to the 

newly calculated PeptideProphet scores for SEQUEST and Mascot respectively. This filter should 
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remove the most unlikely data, which is not to be stored in the database (reduction of quantity). The 

filter threshold should be kept rather low, since filtering at the visualization phase is still possible and 

the apparent false positive data is still accessible. 

 

3.2.5 Protein clustering 
 

Before analysis by mass spectrometry, proteins are broken down to peptides (normally by an 

enzymatic digestion). The immediate results of such experiments are thus just peptides, and not 

proteins. The peptides are mapped to proteins, which contain the amino acid sequence of the peptide. 

Biological protein sequence databases contain a lot of homologue proteins, and the fragments 

(peptides) of the proteins could be the same by chance. Thus mass spectrometry experiments do not 

identify proteins but instead identify a group of proteins, which, due to sequence homologies, share the 

same or a similar set of peptides. 

Protein clustering is an essential feature of an integrated proteomics platform. A clustering approach 

has already been developed in-house for a large-scale comparative transcriptomic study (more 

precisely cDNA microarrays) [132]. The clustering algorithm is based on Markov Clustering [133] 

using BLAST [134]. The clustering pipeline has been integrated into the JClusterService 

(see 2.3) [116], because parallel computing proved to be quite effective for this purpose. Some slight 

modification of the existing service was required for the protein comparisons needed for 

MASPECTRAS.  

After the proteins pass the filter described in 3.2.4, a file in FASTA format is assembled containing all 

sequences requiring clustering. Each sequence is then compared to all other sequences. The 

all-against-all sequence similarities generated by this analysis are parsed and stored in an upper 

triangular matrix. This matrix represents sequence similarities as a connection graph. Nodes of the 

graph represent proteins, and edges represent sequence similarity that connects such proteins. A 

weight is assigned to each edge by taking the average pair wise –log10 of the BLAST E-value. “These 

weights are transformed into probabilities associated with a transition from one protein to another 

within this graph. This matrix is passed through iterative rounds of matrix multiplication and inflation 

until there is little or no net change in the matrix” [133]. The final matrix reveals protein clusters. The 

identifier of the corresponding cluster is stored for every protein hit. 

 

3.2.6 Peptide quantification 
 

The steps of the analysis pipeline described above provide a qualitative idea, of which peptides or 

corresponding proteins are present in a biological sample. They however do not allow conclusions 

regarding the amount of proteins present in the sample to be drawn because the ions measured are put 
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on an exclusion list for a definable period of time (see Appendix A). The reason for this is that less 

abundant proteins would otherwise be lost. To gain quantitative information the raw data from the 

mass spectrometer must be analyzed. The virtual chromatograms are calculated from the raw data; 

these are then smoothed and afterwards used to calculate the peak area (see 2.1). 

In order to integrate a mass quantification in MASPECTRAS existing solutions were 

reviewed [26,27]. The results published by ASAPRatio [26] looked promising and fitted largely to the 

expectations of how to implement such a module. In order to be able to implement improvements of 

the algorithm it was reprogrammed for the Java programming language. In our implementation the 

m/z range for the chromatogram is user-definable. The chromatogram of one charge state is calculated 

by the summation of the ion intensities, smoothed tenfold by repeated application of the 

Savitzky-Golay smooth filtering method [135]. For each isotopic peak, center and width are 

determined. The peak width is primarily calculated by using the standard ASAPRatio algorithm and 

for further peak evaluation an additional algorithm for recognizing peaks with saddle points has been 

implemented. With this algorithm, a valley (a local minimum of the smoothed signal) is recognized to 

be part of the peak and added to the area. The calculated peak area is determined as the average of the 

smoothed and the unsmoothed peak. Background noise, which is estimated from the average signal 

amplitude of the peak's neighborhood (50 chromatogram value pairs above and below the respective 

peak's borders), is subtracted from this value. The peak error is estimated as the difference between the 

smoothed and the unsmoothed peaks. A calculated peak area is accepted when the calculated peak area 

is bigger than the estimated error and the peak value is at least twice the estimated background noise. 

The peak area is otherwise set to zero. The calculation takes place automatically in the course of the 

analysis pipeline of MASPECTRAS. The peptides identified are combined into groups (peptides 

having the same sequence and same modification). These groups are then further subdivided according 

to their charge state. For each subgroup the median over the masses of the found peptides is 

calculated. For the calculation of the chromatogram this median is taken as the center of the m/z range, 

and not the in silico calculated ideal value. The reason for this approach is that the results generated by 

mass spectrometer are subject to variable error that is dependent on the instrument that is used. 

Normally, the error in m/z direction remains more or less constant for a given peptide. Despite this, we 

chose the median, because it allows more robust identification of outliers and false positives. The 

calculation can take place in MASPECTRAS directly or on a computing cluster (see 2.3), according to 

the number of peptides requiring quantitation. The threshold for job delegation can be set in a 

configuration file. A threshold is useful because the transfer of big MS raw data files is 

time-consuming and not feasible for a small number of peptides. Starting with approximately 50 

peptides the gain in time increases almost in linear proportion to the number of processors used. After 

the calculation is finished, the retrieved peak areas are assigned to the peptides in the database and 

permanently stored. This module has been implemented as an adduct to the rest of the pipeline. The 

data can be analyzed by the user during the quantification process.  
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3.2.7 Visualization – views on the data 
 

One of the goals for the development of this platform was to provide a uniform set of analysis tools 

compatible with the most commonly used search engines. Another key goal was that the searches from 

different search engines should be comparable or even better mergeable. These features endow 

MASPECTRAS with true novelty and render it superior to all other available mass spectrometry 

applications. 

 

MASPECTRAS provides 3 merged views for the visualization of the data: 

 

• The peptide view shows the peptides (see figure 18). There are two forms of the peptide view: 

one shows the peptides of one protein, the other all the peptides of the selected searches. 

• The protein view lists the proteins found in one search (see figure 19). 

• The clustered protein view lists the group of proteins found and displays one protein as 

representative for the whole group (see figure 19). 
 

Merging means that the same proteins/peptides originating from different searches are displayed in 

one table row (see figure 20). The merging of searches works via JDBC statements of report beans, 

which had been adapted to the specific problem. The query, assembled by the generic JDBC generator 

(see 3.1), is first of all executed. The retrieved data is then post-processed (e.g. the same proteins 

originating from different searches are grouped; proteins are grouped according to their cluster 

identifier for the clustered protein view). Proteins with the same sequence are merged (see 3.2.3). The 

criterion for the same protein cluster is fulfilled if two proteins originating from different clusters 

(more precisely searches) are the same. All of the proteins of the two clusters are then merged into one 

cluster. The criterion for the same peptide is met if two peptides have the same sequence and the same 

modifications. A modification is considered to be the same when the mass shift is equal up to the 

second decimal place. 

Most of the filters for the views were implemented through generic JDBC statements. The creation of 

all the required filters was however not possible. Then filtering is performed via post-processing in the 

report beans. 
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Figure 18: Peptide view. There are two versions of this. One of them lists all the peptides found, the other one 
only the peptides for a selected protein. Here the protein version is depicted. The description of the protein is 
displayed at the top. Below the header bar the searches are listed in one row; they receive an identifier for the 
list (1-3) and they are color encoded. Below, the possible combinations of identifiers are listed, and they are 
color encoded as well. The next box shows the sequence of the protein. The sections found by one or several 
search engines are color-encoded correspondingly. With the numbers of searches the number of combinations 
rises exponentially. The combinations are therefore only displayed for up to 4 searches. The sequences found by 
only one search engine have a separate color; the others are displayed in red. Underneath the sequence box the 
peptide modifications and their encodings are shown i.e. the searches have a fixed carbamidomethylation on 
cysteine and “K*: 111.04” for the variable modification means that on lysine (K) a modification of +111.04Da is 
possible. Whenever the modification occurs a ‘*’ is placed behind K. The found peptides are listed below.  
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Figure 19: Protein view and clustered protein view. The protein view is a simple listing of the proteins found. 
The clustered protein view exploits the results of the protein clustering (see 3.2.5). For each protein cluster one 
representative (the highest scoring one according to the used sorting criteria) is shown. In this example the 
amount of proteins in the group for “Chain B, Porcine E-Trypsin (E.C.3.4.21.4)” is announced as 3. With the 
blue information button the members of this cluster are shown (box at the end of the page).  
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Figure 20: Merging of results in MASPECTRAS. MASPECTRAS can merge results from different search 
engines. In the column on the left side, a Mascot, X!Tandem, and SpectrumMill search is selected. The right side 
depicts what is merged. At the top the merging of different search engines is depicted. The searches are encoded 
with a number (1-3). If the corresponding protein has been found, the number is displayed for that search. In the 
center the merging of results from different databases is depicted. The two searches are conducted with Mascot, 
one with a NCBI nr database and the other one with MSDB database delivered with Mascot. MASPECTRAS 
recognized that the protein sequence is the same (see 3.2.3) and merged the entry, while both accession strings 
and description strings are displayed. A nice side-effect: the redundant sequences within the same database are 
recognized to be equal (“Redundancies” on the right side). 
 

3.2.8 Visualization – additional visualization tools  
 

Although the protein and peptide lists are the direct results of proteomics experiments, additional tools 

are necessary to raise confidence in the final findings. 

 

Manual protein cluster validation 

The Jalview Alignment Editor [136] has been integrated (see figure 21) for the visualization of the 

protein clusters (see 3.2.5) derived from a single search. 

 

 
Figure 21: Jalview alignment editor. The protein sequences of one cluster are displayed in aligned form 
allowing easy detection of sequence similarities. A phylogenetic tree is furthermore provided to reveal the 
relationship between the proteins. 
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Spectrum viewer 

Despite the availability of several computer-aided scoring algorithms, the manual visual inspection of 

an MS spectrum remains the most reliable indicator of the quality of an assignment. In view of this 

MASPECTRAS provides a spectrum viewer. This viewer provides some unique features which make 

it superior to other spectrum viewers (see figure 22): 

 

• Ion series are selectable and unwanted ion series can be hidden. Custom settings can be stored 

for each user. 

• Hit switching. The viewer can switch between the found peptide assignments for the spectrum. 

• The spectrum view itself is a Java applet with zooming possibilities. 

• The tooltips for the relative mass error help to identify unreliable series points. 

 

Chromatogram viewer 

Although the automatic quantification of a group of peptides can deliver reasonable results (see 3.4), 

the quantitation of a single peptide is error-prone. The reasons are: (i) additional peaks in a 

chromatogram in the m/z neighborhood; (ii) the peptides found are not in the main peak but in a 

smaller peak of the neighborhood. In view of these issues we have implemented a chromatogram 

viewer, which allows the manual inspection of the m/z neighborhood and manual correction of the 

automatic quantification (see figure 23). This feature is unique to MASPECTRAS. 

 

Quantitative statistical section 

A quantitative measurement for a single peptide or protein has no biological meaning. For this, the 

amount of the protein of interest must be determined in relation to another protein. Several labeling 

methods have evolved to compare proteins on the basis of mass spectrometry experiments. We 

therefore implemented a statistical module for the quantitative comparison of differentially labeled 

peptides. A ratio for each differentially labeled peptide pair of one protein is calculated. Based on 

these ratios, mean, standard deviation and a regression line is calculated (see figure 24).  

The module provides some guidance about the quantitative relationship between the proteins, and has 

been of great value in the verification of the quantification algorithm (see 3.4). The quantification must 

be based on a comparison of the peptide ratios, since peptides differ in abundance due to their 

physiochemical properties. 
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Figure 22: Spectrum viewer of MASPECTRAS. The ion series are selectable in the box with the check boxes 
(based on the standard nomenclature in proteomics [137,138]). With the select box it is easy to switch between 
first and second hit. The spectrum viewer is zoomable. In the box below the mass values for the corresponding 
ion series entries are calculated and the found hits are colored in red. The last box depicts the mass errors of the 
calculated ion series points. Every point has a tooltip to find the series entry. 
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Figure 23: Chromatogram viewer of MASPECTRAS. Shows the chromatogram where the peak should lie plus 
some additional ones in the m/z neighborhood in a quasi 3 dimensional view. The selected chromatogram is 
displayed in the bottom 2-dimensional view. The m/z distance between the chromatograms is customizable 
(hence zooming in m/z direction is possible), as is the number of chromatograms displayed above and below. 
The viewer allows switching between the found charge states of a peptide. The red peak is one that is already 
stored in the database, while the green one is selected manually. Changes in the chromatogram viewer can be 
stored back to the database. 
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Figure 24: Quantitative comparison module. Compares the amount of peptides found with different 
modifications. The list shows the found peptides (of several searches) with the calculated peak areas of the 
different modification states, plus the ratio of the peak areas between each other. Additionally statistical 
parameters like mean, standard deviation, and a regression line are calculated. On the axes the peak areas are 
plotted. There the difference in abundance for single peptides is clearly visible (the peptides are originating from 
the same amount of protein). 
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3.2.9 Exporting 
 

There are increasing demands to release the complete data sets generated by biological studies into the 

public domain. Since special emphasis was placed on standards compatibility in this project we 

utilized the associated advantages of easy export. A bar for the export (by one mouse-click) is 

provided in the protein and peptide view (see 3.2.7). As well as exporting to common file formats such 

as Excel, Word and text document, MASPECTRAS can export to PRIDE-XML also (see figure 25).   

 

 
Figure 25: Excerpt of a PRIDE-XML document generated by MASPECTRAS. 
 

For PRIDE-XML, not only the corresponding viewable list but all additional information associated 

with these results (spectra, the search parameters, information about the mass spectrometer etc) is 

included. The resulting file can be directly uploaded to the PRIDE proteomics data repository without 

any additional effort. 
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3.3 Validation study using large-scale data 
 

In order to demonstrate that MASPECTRAS is a valuable platform for large-scale proteomics 

analysis, the system has been validated using data described in the study of Kislinger [139]. Their 

investigation focused on different organelles of different organs. The data from the heart cytosol 

compartment comprised of 84 Sequest searches and a total amount of 1.1GB. The database searches 

were performed against a protein sequence database containing equal numbers of decoy and normal 

proteins to test the reliability of their algorithm. Decoy proteins are the original proteins in an inverted 

amino acid orientation. The files were imported, parsed, the data analyzed (see table 1) and exported 

into PRIDE format. MASPECTRAS handled the large amount of data without any problems and the 

application of filter criteria similar to those used in the Kislinger study, took approximately 1.5 

minutes. Differences in the number of proteins were caused by the use of different validation 

algorithms (MASPECTRAS uses PeptideProphet [12] while STATQUEST [131] was used in the 

Kislinger study). MASPECTRAS did not find any decoy proteins, while in the Kislinger study 0.3% 

have been reported. 

 

Filter criteria 
proteins found 
in both studies 

proteins only by 
MASPECTRAS 

proteins only 
by Kislinger 

% found of 
Kislinger 

2 Spectra for one Peptide + 
Prophet 0.95 + 1 First Hit 548 0 115 82.65%
2 Spectra for one Protein + 
Prophet 0.90 +1 First Hit 596 7 102 85.39%
2 Spectra for one Protein + 
Prophet 0.95 +1 First Hit 576 6 118 83.00%
2 first hit spectra for one 
Protein + Prophet 0.95  570 0 128 81.66%

 
Table 1: Comparison of the results of a large-scale study performed with MASPECTRAS with the published 
results [139]. The criteria chosen were as similar as possible, but the difference in the validation algorithm used 
caused different results. 
 

 

3.4 Validation study using quantitative data 
 

To validate the quantitative power of MASPECTRAS the mass spectrometry experiment described in 

2.4 was conducted. Triplicates of differentially ICPL-labeled probes were mixed at 7 different ratios 

(1:1, 2:1, 5:1 10:1, 1:2, 1:5 and 1:10). To demonstrate the capabilities of MASPECTRAS, the 

quantitative analysis was performed with MSQuant [29], PepQuan (provided with the Bioworks 

browser from SEQUEST), and ASAPRatio implemented in MASPECTRAS. MSQuant is a program 

for the automatic quantitation of a set of peptides, while PepQuan provides a 2 dimensional 

chromatogram viewer. For the comparison to MSQuant the results of the automatic quantification with 
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MASPECTRAS were used. A manual correction with the integrated chromatogram viewer (see 3.2.8) 

was performed for the comparison to PepQuan. The performance of the quantification with 

ASAPRatio integrated in MASPECTRAS was superior to both other methods. Furthermore, for all 

ratios the relative error calculated was considerably lower than the relative error obtained with 

MSQuant and PepQuan (see table 2). 

 

10 heavy to 1 light  1 heavy to 10 light 
  MSQuant PepQuan MASPECTRAS    MSQuant PepQuan MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 22 33 27 40  # peptides 20 82 28 39 
mean 4.64 8.94 8.31 9.85  mean 7.54 7 9.77 9.29 
stdev 4.83 4.9 2.85 2.99  stdev 4.94 2.51 3.96 1.92 
CV % 104.09% 54.81% 34.30% 30.36%  CV % 65.52% 35.86% 40.53% 20.67% 
ratio: heavy/light     ratio: light/heavy    
           

5 heavy to 1 light  1 heavy to 5 light 
  MSQuant PepQuan MASPECTRAS    MSQuant PepQuan MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 14 43 50 53  # peptides 16 67 41 40 
mean 2.94 4.27 4.16 4.67  mean 13.36 3.74 4.25 4.84 
stdev 2.3 1.69 1.56 1.12  stdev 5.18 1.36 1.15 0.93 
CV % 78.23% 39.58% 37.50% 23.98%  CV % 38.77% 36.36% 27.06% 19.21% 
ratio: heavy/light     ratio: light/heavy    
           

2 heavy to 1 light  1 heavy to 2 light 
  MSQuant PepQuan MASPECTRAS    MSQuant PepQuan MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 25 50 48 72  # peptides 16 74 42 47 
mean 1.048 2.17 2.07 2.03  mean 4.24 2.07 2.11 1.94 
stdev 1.15 0.7 0.71 0.54  stdev 4.97 3.04 0.63 0.3 
CV % 109.73% 32.26% 34.30% 26.60%  CV % 117.22% 146.86% 29.86% 15.46% 
ratio: heavy/light     ratio: light/heavy    
           

1 heavy to 1 light       

  MSQuant PepQuan MASPECTRAS       

  auto manual auto manual       

# peptides 15 67 98 77       
mean 0.92 1.28 0.97 0.99       
stdev 0.46 0.48 0.24 0.19       
CV % 49.30% 37.50% 24.74% 19.10%       
ratio: heavy/light          

 
Table 2: Quantitative evaluation of ICPL-labeled probes by MASPECTRAS, MSQuant and PepQuan. 
Automatic quantification by MASPECTRAS always performed better than with MSQuant. Similarly manual 
quantification by MASPECTRAS always performed better than with PepQuan. Automatic quantification with 
MASPECTRAS was moreover on most occasions better than manual quantification with PepQuan.
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Chapter 4 
 
 

Discussion 
 
 
In this thesis an integrated and versatile bioinformatics platform for the management and analysis of 

proteomics mass spectrometry data has been developed: the MAss SPECTRometry Analysis System 

(MASPECTRAS). It is a web-based application accessible by common web-browsers with a relational 

database as storage back-end. The uniqueness of the platform lies in the MIAPE compliance, PRIDE 

export, and the scalability of the system for computationally intensive tasks, in combination with 

common features for data import from common search engines, integration of peptide validation, 

protein grouping and quantification tools (see table 3). 

 

MIAPE compliance and PRIDE export are necessary to disseminate data and effectively analyze a 

proteomics experiment. As more and more researchers are adopting the standards, public repositories 

will not only enhance data sharing but will also enable data mining within and across experiments. 

Surprisingly, although standards for data representation have been widely accepted, the necessary 

software tools are still missing. This can be partly explained by the volume and complexity of the 

generated data and by the heterogeneity of the technologies used. MASPECTRAS is the first system 

which provides a completely MIAPE compliant database schema, capturing data from the design and 

at each step of the MS experiment to their evaluation and result export. It covers experimental design – 

sample generation, sample pre-processing, information about the mass spectrometry machine, and the 

analysis of the generated data. Nevertheless further changes to the standard are likely to occur and 

these should be tracked and incorporated. Furthermore, an automation of sample pre-processing steps 

would be feasible. Parsers for commonly used description files should therefore be implemented in 

future. 

 

MASPECTRAS is moreover a system that provides the basis for consensus scoring between MS/MS 

search algorithms. It was recently suggested that the interpretation of the results from proteomics 

studies should be based on the analysis of the data using several search engines [25]. Importing and 

parsing the results from search engines and side-by-side graphical representation of the results is a 

prerequisite for this type of analysis. The system stores data retrieved from the mass spectrometry 
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machine and in addition the protein and peptide assignments from the widest spread tandem mass 

spectrometry (MS/MS) search engines (SEQUEST, Mascot, SpectrumMill, X!Tandem, and OMSSA).  

 

 
 

Table 3: Comparison of MASPECTRAS to other proteomics tools.    fulfills criteria;  ─  does not fulfill 
criteria; ?  not enough information to answer this question;  part.  partially fulfills criteria;  plan.  planned;  pepX  
fulfills via pepXML; conv.  after conversion;  *  fulfills parts of MIAPE called XIAPE;  MSI Mass Spectrometry 
Informatics;  MS  Mass Spectrometry;  GE  Gel Electrophoresis;  GI  Gel Informatics;  LC  Liquid 
Chromatography;  SQL  filtering over SQL only; 
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Compliance
MIAPE MSI compliant ─ ─ * ─ ─ ─ ─ ─ ─ ─ ─
MIAPE MS compliant ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─
MIAPE GE compliant ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─
MIAPE GI compliant ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─
MIAPE LC compliant ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─
PRIDE export ─ ─ ─ ─ ─ ─ ─ plan. ─ ─ ─ ─

Data Import
mzXML ─ conv. ─ ─ ─ ─
mzData ─ ─ ─ conv. ─ ─ ─ ─ ─
SEQUEST pepX ─ ─ pepX ─ ─ ─ ─
Mascot ─ pepX ─ pepX ─
SpectrumMill ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─
X!Tandem ─ ─ ─ ─ ─ ─ ─
OMSSA ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─

Data validation and visualization
Search engine included ─ ─ ? ─ ─ ─ ─ ─ ─
Additional validation algorithms ─ ─
Protein grouping - clustering ─ ─ ─ ─ ─ ─ ─ ─ ─
Merging of results from different 
search engines

─ ─ ─ ? ─ ─ ─ ─

Customizable filtering ─ ? ─ part. ? SQL ─ ?
Spectrum viewer ? ? ? ─ ─ ─ ?

Quantification
Relative peptide quantification ─ ─ ─ ─ ─ plan. ─
Adjustable m/z width for 
quantification

─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─

Visualization of chromatograms ─ ─ ─ ─ ─ ─ ─ ? ─
Visualization of surrounding 
chromatograms ─ ─ ─ ? ─ ─ ─ ─ ─ ─ ─

Scalability
Parallel computing ─ ─ ─ ─ ─ ─ ─ ? ─ ─ ─ ─
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The search engine results data could furthermore originate from any protein sequence database in 

FASTA format since we integrated a generic sequence database management module, working with 

regular expressions. Since there is already an effective database management module, freely available 

search engines (X!Tandem, OMSSA) could in future be incorporated into the system to increase the 

integrity of the platform. 

 

When the experimental data enters the system it must be processed by the MASPECTRAS analysis 

pipeline (see 3.2.2). This pipeline processes the data fully automatically to facilitate the rapid 

evaluation of proteomics data. In a first step the data from specific search engines is parsed into an 

internal search neutral representation which is MIAPE compliant. The data is afterwards revalidated 

by a derivative of the PeptideProphet algorithm [12]. PeptideProphet has been chosen because it 

performed well in a benchmarking study comparing different mass spectrometry algorithms [25]. In 

the next step, the proteins found are clustered according to their sequence similarities. To model these 

groups, an in-house developed clustering pipeline has been used. This tool uses the 

JClusterService [116], also developed in-house, to process the computing tasks in a parallel manner, 

and has already proven its worth in a comparative transcriptomic study [132,140]. The last step of the 

automated part of the MASPECTRAS proteomics pipeline is the quantification of the peptides found. 

In order to integrate a mass quantification in MASPECTRAS existing solutions were [26,27]. The 

results published by ASAPRatio [26] looked promising and fitted largely to the expectations of how to 

implement such a module. The ASAPRatio algorithm has therefore been integrated for quantification 

purposes. The quantification can be performed on the computing cluster as well. Tests showed that the 

computing time decreased linearly in direct proportion to the number of used processors. 

MASPECTRAS furthermore provides additional unique tools which include merged views (see 3.2.7), 

the chromatogram viewer (see 3.2.8) and PRIDE export (see 3.2.9). The integration of peptide 

validation, protein grouping, and quantification algorithms in conjunction with visualization tools is 

important for the usability and acceptability of the system.  

 

MASPECTRAS is a fully web-based, scalable platform intended for deployment on high-performance 

server-machines, dedicated to the management of the growing amount of proteomics data. This 

approach provides the advantage that the client machines accessing the platform need less computing 

power and memory because the computationally intensive tasks are performed on the server. 

Furthermore the platform allows parallelization of time-consuming tasks (e.g. protein clustering and 

peptide quantification) since it features the in-house developed JClusterService [116], which is absent 

from all other existing proteomics systems (see table 3). The tasks can be spread on a customizable 

number of computing nodes to remove the computationally intensive tasks from the main application. 

MASPECTRAS is a 3-tiered platform that complies with the J2EE standard using EJBs and Jakarta 

Struts. The main advantages of the 3-tier approach are: (i) it is easier to maintain due to the separation; 
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the components can be more easily modified or exchanged; (ii) the load can be balanced better when 

the business logic is separated from the database. Another architectural milestone of MASPECTRAS 

has been created using the experience gained during the development of previous J2EE applications: a 

sophisticated AndroMDA code generator, meeting the requirements of an efficient UML-based 

development environment. The newly implemented AndroMDA extensions provide everything needed 

to generate highly sophisticated Struts web-pages, providing input pages and list pages with the 

amenities of querying, sorting, turning pages, and a customization of the display. Furthermore this 

code generation framework is directly linked to the in-house developed user management 

system (AAS). The AAS provides a clean concept to implement a multi-user environment, whereby 

security issues are handled at a centralized location. The combination of chosen technologies has 

proven to be successful for the development of this proteomics platform. The UML-based approach in 

particular simplifies the maintenance of the system. Since MIAPE is still evolving on an ongoing 

basis, it is of that utmost importance that the system is highly flexible to enable the implementation of 

adaptations with the minimum of programming effort. 

 

Tests with datasets from a biological study showed that MASPECTRAS is well suited to analyze 

large-scale studies (see 3.3). The application of corresponding filter criteria worked in a fast and 

efficient manner. The discrepancies in results caused by the application of different validation 

algorithms nevertheless showed that application functionality could be extended by additional 

algorithms. Furthermore, the development of a consensus scoring algorithm, or probably a new 

scoring algorithm based on the quality of the spectra stored in the MASPECTRAS database should be 

considered. Despite these issues however, the quantitative verification of the software, indicated that 

the performance of MASPECTRAS was superior to other applications. Throughout the analysis some 

misquantifications by the automatic quantification were detected (see 3.2.8) mainly as a result of 

inaccurate peak detection. The main problem lies in the fact that a chromatogram is 2-dimensional, 

sometimes the third dimension (m/z value) is not detected properly. 3-dimensional peak detection 

should resolve this problem. The statistical section for the quantitative evaluation should furthermore 

be enhanced. An overview should be provided to detect up- and down-regulated protein ratios 

immediately. Moreover, the current peak quantification relies on the peptides found by database search 

engines. The probability that a given protein is not selected for MS/MS by the mass spectrometer or 

that is missed by the search engine algorithm is highest for biologically down-regulated proteins. 

Therefore, if one of the labeled proteins was detected, the differentially labeled counterpart should be 

quantified to compare the ratios. This could however lead to a higher rate of false positives, and 

further investigation in this direction will thus be necessary. 

  

In summary, this is the first time that a comprehensive platform has been developed for the 

management of proteomics data in a MIAPE compliant manner. MASPECTRAS (i) provides the 
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amenities needed for analysis, (ii) features an automated analysis pipeline and unique analysis tools, 

(iii) provides an easy export functionality for the submission of the data to public repositories and 

(iv) is capable of managing the growing amount of mass spectrometry data in a scalable manner using 

parallel computing. The platform can be used for large-scale approaches and should become an 

indispensable tool for the rapid analysis of mass spectrometry datasets. 
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Appendix A – Mass Spectrometry 
 
In MS-based proteomics two approaches for the research of complex diseases like cancer emerged. 

The so-called ‘expression-profiling’ focuses on the development of markers for the recognition of 

(early-stage) cancer by screening methods. The idea behind it is to find discriminatory differences by 

the comparison of spectra of healthy patients with spectra of patients who are carrying the disease. 

Several studies showed quite promising results concerning sensitivity and specificity [141-148]. Many 

of these studies were conducted using the surface enhanced laser desorption ionization (SELDI). This 

approach helps to distinguish between cancer and healthy patients but gives no insights in the proteins 

involved in the disease development. Additionally, reproducibility problems with the SELDI approach 

have been observed [149]. The second approach tries to identify the proteins in complex mixtures and 

their functions in complex diseases. It is separated into three steps: first, the characterization of 

proteins and their post-translational modifications; second, the differential comparison of protein 

levels; third, analysis of protein-protein interactions [1]. For this approach liquid chromatography 

tandem mass spectrometry (LC-MS/MS) is one of the most commonly used techniques (see figure 

“Schematic overview of a typical LC-MS/MS experiment”). 

A MS based experiment starts with the sequential application of several separation techniques to 

extract the desired protein mixture, using 1D-gels, 2D-gels, column chromatography, and/or chemical 

separation techniques. The protein mixture is digested enzymatically, usually by trypsin. This step is 

usually already done while the desired proteins are extracted from the whole mixture with in-gel 

digestion [150]. 

The peptide mixture is solubilized and enters a liquid chromatography (LC) column. The peptides are 

separated by a certain physical or chemical property, depending on the protein species of interest. The 

most common methods in liquid chromatography are: ion exchange chromatography (charge), ion 

exclusion chromatography (size), reversed phase chromatography (hydrophobicity), affinity 

chromatography (biological interactions). For proteomics analysis microcapillary column high 

performance liquid column chromatography (HPLC), directly coupled to the mass spectrometer is the 

method of choice [10,151-153]. In the reverse phase approach two solutions with completely different 

pH-values are mixed at different rates to produce a gradient over time. The peptide mixture is washed 

with the induced gradient, and peptides adherent to this pH-value are swept out of the mixture carried 

along to a nano-spray needle. Between the nano-spray needle and the inlet to the mass spectrometer a 

high voltage (3-4 kV) is applied. As a result the sample emerging from the tip is dispersed into an 
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aerosol of highly charged droplets. The droplets diminish in size and the electric charge density on 

their surfaces increases. The repulsion between the charges on the surface reach a higher extend than

the surface tensions. The ions leave the droplet through what is known as a “Taylor cone”. The 

charged droplets decrease in size by solvent evaporation. At the end of this process charged sample 

ions are released from the droplets, free of solvent. The ions pass through a small aperture into the 

analyzer of the mass spectrometer, which is held under high vacuum [154,155]. The described method 

is used for all of the performed experiments and is called electrospray ionization (ESI). 

 

 
Schematic overview of a typical LC-MS/MS experiment. The complex protein mixture, which has to be 
analyzed, is digested enzymatically. The solubilized peptides are then separated by liquid chromatography. At 
the end of the column they are ionized and enter the mass spectrometer via a nano-spray needle. In a first run the 
peptides are separated according to their mass to charge ratios (m/z). The particles which caused the most 
abundant peaks are reselected by the mass spectrometer automatically and guided against a collision cell. The 
peptides fragment at the peptide backbone, and fragment ion series are generated. In a second run a mass 
spectrum of the fragments is measured. This step can be repeated several times. A run itself consists of two 
steps: the ions are passing through the mass analyzer and they are collected by a detector. 
 

In the mass spectrometer the ions are separated according to their mass to charge ratio (m/z) by an m/z 

analyzer. Afterwards the signal intensities caused by the ions are collected by a detector. The resulting 

mass spectrum gives information about the mass of the intact peptide [4]. Due to the fact that different 

peptides can have the same or similar masses (e.g. same amino acids but different sequence) the 

results of just one MS run can cause ambiguities. Therefore, the most abundant ions (the ones with the 

highest intensities) are reselected by the mass spectrometer and guided against a collision cell. The 

peptides break predominantly along their backbone and the results are different ion series (see 
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figure “Peptide ion fragmentation”). The fragments are measured again by the mass spectrometer. The 

main benefit of this method is that the differences between the peaks of the fragments correspond to 

difference in mass of one amino acid (see figure “MS/MS spectrum of the peptide 

IGEEYISDLDQLR”).  

 

 
 

Peptide ion fragmentation (taken from [156]). The R1,2,3 correspond to the amino acid residues. The vertical bars 
which are labeled with a, b, c, x, y, and z are the possible breaking points of the bonds. E.g. b1 and y2 have the 
same breaking bond. b1 would correspond to the fragment starting at the left side (1 amino acid) and y2 would 
correspond to fragment starting from the right side. This nomenclature has been first proposed by 
Roepstorff [137] and adapted by Johnson [138]. The weakest bond is between carbonyl group and the amide 
nitrogen group, so the most commonly observed fragments are coming from the b and y series. 
 

 

 
 
MS/MS spectrum of the peptide IGEEYISDLDQLR. The distance between the y-fragments corresponds to mass 
of the corresponding amino acid. The same could be done for the b-series. 
 

The MS spectrum combined with the tandem mass spectrum (MS/MS spectrum) gives information 

about the total mass of the peptide as well as information about the sequence of the peptide. It is also 

possible that the bonds of post translational modifications break rather than the peptide backbone 

(because it is weaker). Thus, in the MS/MS solely the precursor peak with a mass loss of the post 
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translational modification is observed and the peptide fragments are hardly detectable. Therefore, the 

fragmentation and detection of a MS/MS spectrum can be repeated several times [157]. Afterwards, 

the ion mass of the analyzed peptide is put on an exclusion list for a configurable period of time that 

less abundant peptides can be detected easier. 
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Appendix B – Database search engines  
 
 
The manual evaluation a mass spectrometry experiment is not feasible because the results exceed 

several 100MB and millions of spectra. Therefore, the assignment to real world peptides is done in an 

automated manner by database search engines. 

All commonly used search engines base on the same principle: they are using a protein sequence 

database, digest the protein sequences in silico with the same enzyme used for the mass spectrometry 

experiment, and try to assign peptides to the experimentally obtained mass spectra. Two common 

strategies are used [6]: peptide mass fingerprinting (PMF) and peptide fragmentation 

fingerprinting (PFF). In the figure “MS/MS spectrum of the peptide IGEEYISDLDQLR” the input and 

the output could be the same for both of them. PMF uses solely the mass information obtained from 

the MS spectra. The in silico obtained masses of the peptides are used as mass map and the 

experimentally obtained masses are correlated to them [158-161]. Reliable results depend strongly on 

the resolution and accuracy of the mass spectrometer. Furthermore, different peptide sequences of a 

protein database could match the observed mass randomly. PFF goes a step further (see figure 

“Schematic overview of the function of a PFF search engine”). In silico obtained masses are used just 

as filter. For the remaining peptide sequences a presumable MS/MS spectrum (for the expected ion 

series) is calculated and compared to the corresponding measured MS/MS spectrum [7,162]. Since the 

fingerprints are compared, deviations in the mass accuracy or mass shifts do not have as grave effects 

as in PMF. The common search engines for PMF are MS-Fit [163], ProFound [164], PepMapper 

[165], and Aldente [166], and for PFF SEQUEST [9,10], Mascot [11], SpectrumMill [61], X!Tandem 

[20], OMSSA [23], PepFrag [167], SONAR [168], and Phenyx [59]. Some of the PFF engines provide 

the possibility to search PMF as well. Studies [6,25] showed that each of them has different properties 

concerning specificity and sensitivity, and a combination of different methods can be useful. 
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Schematic overview of the function of a PFF search engine. The PFF search engine requires a protein database 

and the measured MS and MS/MS spectra. The protein sequences in the database are digested in silico which 

leads to a list of peptides. The mass information from the MS spectrum is taken to filter the peptide candidate 

list. The search engine calculates ideal in silico spectra of the remaining candidate sequences. The in silico 

spectra are matched to the measured MS/MS spectrum and a score is assigned to a peptide hit. The output of the 

search engines results in a list of probable peptides (where the quality of the match is expressed by the score) and 

the corresponding proteins. 
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Appendix C – MASPECTRAS schemes 

 

 
 

The whole MASPECTRAS schema 
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MASPECTRAS Sample Generation schema 
 

 
 

MASPECTRAS MS informatics schema 
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MASPECTRAS Sample Processing schema 
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MASPECTRAS Mass spectrometry schema 
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Glossary 
 

 
AAS   Authentication and Authorization System 

ACL   Access Control List 

API   Application Interface 

BMP   Bean Managed Persistence 

CASE   Computer Aided Software Engineering 

CC   Column Chromatography 

cDNA   complementary DeoxyriboNucleic Acid 

CMP   Container Managed Persistence 

CPAS   Computational Portal and Analysis System 

DAO   Data Access Object 

DBMS   DataBase Management System 

DNA   DeoxyriboNucleic Acid 

EAR   Enterprise ARchive 

EBI   European Bioinformatics Institute 

EIS   Enterprise Information System 

EJB   Enterprise Java Bean 

EJB-QL  Enterprise Java Beans Query Language 

EPIR   Experimental Peptide Identification Repository 

ESI   Electro-Spray Ionization  

GAPP   Genome Annotating Proteomic Pipeline 

GE   Gel Electrophoresis 

GI   Gel (image) Informatics 

GPM   The Global Proteome Machine  

HPLC   High-Performance Liquid Chromatography 

HTML   Hyper Text Markup Language 

HTTP   Hyper Text Transfer Protocol 

HTTPS   Hyper Text Transfer Protocol Secure 

HUPO   HUman Proteome Organization 

ICPL   Isotope Coded Protein Label 

J2EE   Java 2 Enterprise Edition 
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JAR   Java ARchive 

JDBC   Java DataBase Connectivity 

JMS   Java Messaging Service 

JSP   Java Server Page 

LC    Liquid Chromatography 

LC-MS/MS  Liquid Chromatography Tandem Mass Spectrometry 

MARS   Microarray Analysis and Retrieval System 

MASPECTRAS MAss SPECTRometry Analysis System 

MDA   Model Driven Architecture 

MIAME  MInimum Information About a Microarray Experiment 

MIAPE   MInimum Information About a Proteomics Experiment 

MOF   Meta Objects Facility 

MS   Mass Spectrometry 

MSDB   Mass Spectrometry protein sequence DataBase 

MSI   Mass Spectrometry Informatics 

MS/MS   Tandem Mass Spectrometry 

MVC   Model View Controller 

m/z   mass to charge ratio 

NCBI   National Center for Biotechnology Information 

nanoRP-HPLC  nano Reverse Phase – High-Performance Liquid Chromatography 

nr   non-redundant 

OMG   Object Management Group 

OMSSA  Open Mass Spectrometry Search Algorithm 

PCR   Polymerase Chain Reaction 

PEDRo   Proteome Experiment Data Repository  

PFF   Peptide Fragmentation Fingerprinting 

PIM   Platform Independent Model 

PMF   Peptide Mass Fingerprinting 

PRIDE   PRoteomics IDEntifications database 

PSI   Proteomics Standards Initiative 

PSM   Platform Specific Model 

PTM   Post Translational Modification 

RDBMS  Relational DataBase Management System 

RP-HPLC  Reverse Phase High-Performance Liquid Chromatography  

RTPCR   Real-Time Polymerase Chain Reaction 

SELDI   Surface Enhanced Laser Desorption Ionization 

SOAP   Simple Object Access Protocol 
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SQL   Structured Query Language 

STEM   STrategic Extractor for Mascot’s results  

TOPP   The Open MS Proteomics Pipeline 

TPP   Trans-Proteomic Pipeline 

TAMEE  Tissue Array Management and Evaluation Environment 

UML   Unified Modeling Language 

VEMS   Virtual Expert Mass Spectromist 

WAR   Web ARchive 

XMI   XML Metadata Interchange 

XML   eXtendable Markup Language 
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Abstract  

We have developed MAss SPECTRometry Analysis System (MASPECTRAS), a platform for 

management and analysis of proteomics LC-MS/MS data. MASPECTRAS is based on the Proteome 

Experimental Data Repository (PEDRo) relational database scheme and follows the guidelines of the 

Proteomics Standards Initiative (PSI). Analysis modules include: 1) import and parsing of the results 

form the search engines SEQUEST, Mascot, Spectrum Mill, X! Tandem, and OMSSA; 2) peptide 

validation, 3) clustering of proteins based on Markov Clustering and multiple alignments; and 4) 

quantification using the Automated Statistical Analysis of Protein Abundance Ratios algorithm 

(ASAPRatio). The system provides customizable data retrieval and visualization tools, as well as 

export to PRoteomics IDEntifications public repository (PRIDE). MASPECTRAS is freely available 

at http://genome.tugraz.at/MASPECTRAS. 
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BACKGROUND 

 

The advancement of genomic technologies – including microarray, proteomic and metabolic 

approaches – have led to a rapid increase in the number, size and rate at which genomic datasets are 

generated. Managing and extracting valuable information from such datasets requires the use of data 

management platforms and computational approaches. In contrast to genome sequencing projects, 

there is a need to store much more complex ancillary data than would be necessary for genome 

sequences. Particularly the need to clearly describe an experiment and report the variables necessary 

for data analysis became a new challenge for the laboratories. Furthermore, the vast quantity of data 

associated with a single experiment can become problematic at the point of publishing and 

disseminating results. Fortunately, the communities have recognized and tackled the problem through 

the development of standards for the capturing and sharing of experimental data. The microarray 

community arranged to define the critical information necessary to effectively analyze a microarray 

experiment and developed the Minimal Information About a Microarray Experiment (MIAME)[1] . 

Subsequently, MIAME was adopted by scientific journals as a prerequisite for publications and 

several software platforms supporting MIAME were developed [2,3] .  

 

The principles underlying MIAME have reasoned beyond the microarray community. The Proteomics 

Standard Initiative (PSI) [4] aims to define standards for data representation in proteomics analogues 

to that of MIAME and developed Minimum Information About a Proteomics Experiment 

(MIAPE) [5]. An implementation independent approach for defining the data structure of a Proteomics 

Experiment Data repository (PEDRo) [6] was developed using unified modeling language (UML) and 

a PSI compliant public repository was set up [7]. Hence, given the defined standards and available 

public repositories proteomics laboratories computational systems can now be developed to support 

proteomics laboratories and enhance data dissemination. 

 

To meet the needs for high-throughput MS laboratories several tools and platforms covering various 

parts of the analytical pipeline were recently developed including the Trans Proteomics Pipeline [8], 
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The Global Proteome Machine [9], VEMS [10,11], CPAS [12], CHOMPER [13], ProDB [14], 

PROTEIOS [15], GAPP [16], PeptideAtlas [17], EPIR [18], STEM [19], and TOPP [20] (see table 1 

for a comparison of the features). However, to the best of our knowledge there is currently no 

academic or commercial data management platform supporting MIAPE and enabling PRoteomics 

IDEntifications database (PRIDE) export. Moreover, it became evident that several search engines 

should be used to validate proteomics results [21]. Hence, a system enabling comparison of the results 

generated by the different search engines would be of great benefit. Additionally, integration of 

algorithms for peptide validation, protein clustering and protein quantification into a single analytical 

pipeline would considerably facilitate analyses of the experimental data.  

 

We have therefore developed the MAss SPECTRometry Analysis System (MASPECTRAS), a 

web-based platform for management and analysis of proteomics liquid chromatography tandem mass 

spectrometry (LC-MS/MS) data supporting MIAPE. MASPECTRAS was developed using state-of-

the-art software technology and enables data import from five common search engines. Analytical 

modules are provided along with visualization tools and PRIDE export as well as a module for 

distributing intensive calculations to a computing cluster. 
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ANALYSIS PIPELINE 

MASPECTRAS extends the PEDRo relational database scheme and follows the guidelines of the PSI. 

It accepts the native file formats from SEQUEST [22], Mascot [23], Spectrum Mill [24], X! Tandem 

[25], and OMSSA [26]. The core of MASPECTRAS is formed by the MASPECTRAS analysis 

platform (Figure 1). The platform encompasses modules for the import and parsing data generated by 

the above mentioned search engines, peptide validation, protein clustering, protein quantification, and 

a set of visualization tools for post-processing and verification of the data, as well as PRIDE export.  

 

Import and Parsing Data from Search Engines 

There are several commercial and academic search engines for proteomics data. Based on known 

protein sequences stored in a database, these search engines perform in silico protein digestion to 

calculate theoretical spectra for the resulting peptides and compare them to the obtained ones. Based 

on the similarity of the two spectra, a probability score is assigned. The results (score, peptide 

sequence, etc.) are stored in a single or in multiple files, and often only an identification string for the 

protein is stored whereas the original sequence is discarded. However, the search engines are storing 

different identification strings for the proteins (e.g. X! Tandem: gi|231300|pdb|8GPB|; Spectrum Mill: 

231300). Moreover, several databases are not using common identifiers (eg. National Center for 

Biotechnology Information non redundant (NCBI nr): gi|6323680; Mass Spectrometry protein 

sequence DataBase (MSDB) [27]: S39004). In order to compare the search results from different 

search engines additional information from the corresponding sequence databases is needed. The 

format of the accession string has to be known to retrieve the protein sequence and additional required 

information from the sequence database, like protein description, or the organism the protein belongs 

to. The only common basis within the different databases used by the search algorithms is the 

sequence information. In order to make results of different algorithms comparable and to find the 

corresponding proteins in the different result files the sequence information is taken as unique 

identification criteria. 
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We have developed parsers for the widely used search engines SEQUEST, Mascot, Spectrum Mill, 

X! Tandem, and OMSSA. MASPECTRAS manages the sequence databases used while searching with 

different modules internally. Any database available in FASTA format [28] can be uploaded to 

MASPECTRAS. Parsing rules are user definable and therefore easily adaptable to different types of 

sequence databases. When results of a search engine are imported into MASPECTRAS, the system 

first tries to determine whether the same accession string for the same database version exists. If that is 

not the case, the original sequence information is retrieved from the corresponding sequence database. 

Subsequently the system tries to match the sequence against the sequences already stored in the 

database. If an entry with the same sequence information but a different accession string is found, the 

new accession string is associated with the unique identifier of the already stored sequence. Otherwise 

a new unique identifier is created and the sequence is stored with the appropriate accession strings. 

 

Peptide Validation 

SEQUEST and Mascot provide custom probability scores. MASPECTRAS provides a probability 

score on its own for SEQUEST and Mascot which is based on the algorithm of PeptideProphet [22]. 

Data re-scoring adds a further layer, which improves the specificity of the highly sensitive SEQUEST 

and Mascot database searches. This procedure could be applied to other database search algorithms as 

well and can additionally offer a remap of the results from different database search algorithms onto 

one single probability scale [21]. The statistical model incorporates a linear discriminant score based 

on the database search scores (for SEQUEST: XCorr, dCn, Sp rank, and mass difference) as well as 

the tryptic termini and missed cleavages [22]. After scoring the data has to pass a user definable filter, 

which depends on the search programs specific score to discard the most unlikely data.  

 

Protein Clustering 

In peptide fragmentation fingerprinting (PFF) peptides are identified by search engines, which have to 

be mapped to proteins. A single peptide often corresponds to a group of proteins. Therefore, PFF 

identifies protein groups, each protein owning similar peptides. A grouped protein view represents the 

result more concisely and proteins with a small number of identified peptides can be recognized easier 
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in complex samples. The protein grouping implemented in MASPECTRAS is based on Markov 

clustering [29] using Basic Local Alignment Search Tool (BLAST) [30] and multiple alignments. A 

file in FASTA format is assembled containing all sequences to be clustered. Each sequence is then 

compared against each other. The all-against-all sequence similarities generated by this analysis are 

parsed and stored in an upper triangular matrix. This matrix represents sequence similarities as a 

connection graph. Nodes of the graph represent proteins, and edges represent sequence similarity that 

connects such proteins. A weight is assigned to each edge by taking the average pair wise –log10 of the 

BLAST E-value. These weights are transformed into probabilities associated with a transition from 

one protein to another within this graph. This matrix is parsed through iterative round of matrix 

multiplication and inflation until there is little or no net change in the matrix. The final matrix is then 

interpreted as the protein clustering and the number of the corresponding cluster is stored for every 

protein hit. The visualization of the protein grouping of a single search is performed by the integrated 

Jalview Alignment Editor [31]. If proteins from different searches are the same the two corresponding 

protein groups are combined into one protein group at the time the searches are compared. 

 

Protein Quantification 

For quantification of peptides the ASAPRatio algorithm described in [32] has been integrated and 

applied: To determine a peak area a single ion chromatogram is reconstructed for a given m/z range by 

summation of ion intensities. This chromatogram is then smoothed tenfold by repeated application of 

the Savitzky - Golay  smooth filtering method [33]. For each isotopic peak center and width are 

determined. The peak width is primarily calculated by using the standard ASAPRatio algorithm and 

for further peak evaluation a new algorithm for recognizing peaks with saddle-points has been 

implemented. With this algorithm a valley (a local minimum of the smoothed signal) is recognized to 

be part of the peak and added to the area. The calculated peak area is determined as the average of the 

smoothed and the unsmoothed peak. From this value background noise is subtracted, which is 

estimated from the average signal amplitude of the peak's neighborhood (50 chromatogram value pairs 

above and below the respective peak's borders). The peak error is estimated as the difference of the 

smoothed and the unsmoothed peak. A calculated peak area is accepted in case the calculated peak 
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area is bigger than the estimated error and the peak value is at least twice the estimated background 

noise, otherwise the peak area is set to zero. The acceptance process is applied in automated peak area 

determination, only. In case of interactive peak determination this process is replaced by the operator's 

decision. In order to demonstrate the quantification capabilities of MASPECTRAS two samples where 

mixed at different ratios and quantified with MSQuant [34], PepQuan (provided with the Bioworks 

browser from SEQUEST), and MASPECTRAS. The results are described in “System Validation”. For 

a detailed description of the experiment see “Experimental Procedures”. 

 

Visualization Tools 

MASPECTRAS allows the storage and comparison of search results from the search engines 

SEQUEST, Mascot, Spectrum Mill, X! Tandem, and OMSSA matched to different sequence databases 

merged in a single user-definable view (Figure 2). MASPECTRAS provides customizable (clustered) 

protein, peptide, spectrum, and chromatogram views, as well as a view for the quantitative 

comparison. 

The clustered protein view displays one representative for each protein cluster. In the peptide centric 

view the peptides with the same modifications are combined together and only the representative with 

the highest score is displayed. The spectrum viewer of MASPECTRAS enables manual inspection of 

the data by providing customizable zooming and printing features (Figure 3). The chromatogram 

viewer allows manual definition of the peak areas (Figure 4). The chromatograms of all charge states 

of the found peptide are displayed. The quantitative comparison view offers the possibility to compare 

peptides with two different post translational modifications (PTMs) or with one PTM and an 

unmodified version. The calculated peaks are displayed graphically together with a regression line. 

 

PRIDE Export 

MASPECTRAS has been designed to comply with the MIAPE requirements and provide researchers 

all the advantages of following standards: data can be easily exported to other file formats (Excel, 

Word, and plain text). MASPECTRAS features a module for the PRIDE export. The export to the 
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PRIDE XML format is possible directly from the protein and peptide views and the resulting file can 

be submitted to PRIDE. 
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SYSTEM VALIDATION 

 

Analysis of large proteomics data set  

To demonstrate the utility of the MASPECTRAS we used data from a large-scale study recently 

published by Kislinger et. al. [35]. We analyzed the data from the heart cytosol compartment which 

comprised 84 SEQUEST searches performed against a database obtained form the authors (see 

https://maspectras.genome.tugraz.at) containing the same amount of “decoy” proteins presented in 

inverted amino acid orientation. The files were imported, parsed, the data analyzed and the results 

exported in PRIDE format. In the study of Kislinger et. al. a protein was accepted with a minimum of 

two high scoring spectra with a likelihood value >95% (calculated by STATQUEST [36]), which 

resulted in 698 protein identifications in the cytosol compartment. Applying the same filter criteria and 

using the PeptideProphet algorithm implemented in MASPECTRAS resulted in 570 protein 

identifications (81.7%). The results of this analysis are shown in additional data file 1 and at 

https://maspectras.genome.tugraz.at. 

 
 
Quantitative analysis 

To evaluate the performance of the quantification tool we initiated a controlled experiment in 

triplicates using mixture of ICPL-labeled (Isotope Coded Protein Label) proteins (see Experimental 

Procedures). ICPL-labeled probes were mixed at 7 different ratios (1:1, 2:1, 5:1 10:1, 1:2, 1:5 and 

1:10). To demonstrate the capabilities of MASPECTRAS, the quantitative analysis was performed 

with MSQuant [34], PepQuan, and ASAPRatio as implemented in MASPECTRAS. Due to the fact 

that MSQuant lacks the ability to quantify samples in centroid mode, the automatic quantification of 

MSQuant and MASPECTRAS has been performed on profile mode data. Additionally we compared 

the automatic quantification of MASPECTRAS in centroid mode and observed no significant 

deviation (data not shown).  

 

Since in the centroid mode the data amount is smaller (~1/8) the manual review and correction of the 

automatically calculated results has been conducted with centroid mode data. The reasons for the 
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manual correction are: (i) there are additional peaks in a chromatogram in the m/z neighborhood; (ii) 

the found peptides are not in the main peak but in neighboring smaller peak. A ratio between each 

found light and heavily labeled peptide has been calculated, and from those ratios the mean value, the 

standard deviation, the relative error, and a regression line has been calculated as well (with the 

integrated PTM quantitative comparison tool described in the “Visualization tools” section). A filter 

for outlier removal has been applied to the automatically calculated ratios. For the manual evaluation, 

these automatically removed peptides were checked manually and the misquantification due to the 

above mentioned reasons could be corrected. Therefore the number of manually accepted peptides 

could be higher than the automatically accepted ones. The performance of the quantification with 

ASAPRatio integrated in MASPECTRAS was superior compared to both, MSQuant and PepQuan. 

Furthermore, for all ratios the relative error calculated was considerably lower than the relative error 

obtained with MSQuant and PepQuan (see table 2 and for more detailed information additional data 

file 2 for a direct comparison between MSQuant, PepQuan, and MASPECTRAS). 
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DISCUSSION 

 

We have developed an integrated platform for the analysis and management of proteomics 

LC-MS/MS data using state-of-the-art software technology. The uniqueness of the platform lies in the 

MIAPE compliance, PRIDE export, and the scalability of the system for computationally intensive 

tasks, in combination of common features for data import from common search engines, integration of 

peptide validation, protein grouping and quantification tools.  

 

MIAPE compliance and PRIDE export are necessary to disseminate data and effectively analyze a 

proteomics experiment. As more and more researchers are adopting the standards, public repositories 

will not only enhance data sharing but will also enable data mining within and across experiments. 

Surprisingly, although standards for data representation have been widely accepted, the necessary 

software tools are still missing. This can be partly explained by the volume and complexity of the 

generated data and by the heterogeneity of the used technologies. We have therefore positioned the 

beginning of the analytical pipeline of MASPECTRAS at the point at which the laboratory workflows 

converge, i.e. analysis of the data generated by the search engines. 

 

The capability to import and parse data from five search engines makes the platform universal and 

independent of the workflow performed by the proteomics research group. The system was not 

designed to support a specific manufacturer and can therefore be used in labs equipped with different 

instruments. Moreover, MASPECTRAS is the first system that provides the basis for consensus 

scoring between MS/MS search algorithms. It was recently suggested that the interpretation of the 

results from proteomics studies should be based on the analysis of the data using several search 

engines [21]. Importing and parsing the results from search engines and side-by-side graphical 

representation of the results is a prerequisite for this type of analysis and would enhance correct 

identification of peptides. The results of the validation of our system using large proteomics data sets 

further support this observation. The differences in the results of the analyses are due to the different 

algorithms used for the likelihood calculation. In our system PeptideProphet [22] was used whereas in 
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the study by Kislinger et al. [35] STATQUEST [36] was applied. We have selected PeptideProphet 

algorithm based on the results of the benchmarking study [21] in which PeptideProphet was ranked 

first with respect to the number of correctly identified peptide spectra. The study by Kapp et al. [21] 

showed also that the concordance between MS/MS search algorithms can vary up to 55% (335 

peptides were identified by all four algorithms out of possible 608 hits). Important considerations 

when carrying out MS/MS database searches is not only the chosen search engine, but also the 

specified search parameters, the search strategy, and the chosen protein sequence database. Evaluation 

of the performance of the used algorithms was beyond the scope of this study. Further work need to be 

carried out to determine the number of independent scoring functions necessary to allow automated 

validation of peptide identifications. It should be noted that inclusion of additional validation 

algorithms in MASPECTRAS is straightforward due to the flexibility of the platform and the use of 

standard software technology.  

 

The integration of peptide validation, protein grouping and quantification algorithms in conjunction 

with visualization tools is important for the usability and acceptability of the system. Particularly the 

inclusion of a quantification algorithm in the pipeline is of interest since more and more quantitative 

studies are initiated. We have selected the ASAPRatio algorithm for automated statistical analysis of 

protein abundance ratios [32] and integrated it into our platform. The results of our validation 

experiment showed that the performance of ASAPRatio was superior to MSQuant and PepQuan. 

Again, the modularity of the platform allows future integration of other quantification algorithms. 

Moreover, the use of three-tier software architecture in which the presentation, the calculation and the 

database part are separated enables not only easier maintenance but also future changes like inclusion 

of additional algorithms as well as distribution of the load to several servers. We made use of the 

flexibility of this concept and developed a module for distributing the load to a computing cluster 

(JClusterService, see Software Architecture). Tests with the ASAPRatio algorithm showed that the 

computing time decreases linearly with the number of used processors.  
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In summary, given the unique features and the flexibility due to the use of standard software 

technology, our platform represents significant advance and could be of great interest to the 

proteomics community. 
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SOFTWARE ARCHITECTURE 

The application is based on a three-tier architecture, which is separated into presentation-, middle-, 

and database layer. Each tier can run on an individual machine without affecting the other tiers. This 

makes every component easily exchangeable. A relational database (MySQL, PostgreSQL or Oracle) 

forms the database layer. MASPECTRAS follows and extends the PEDRo database scheme [6] 

(additional data file 3) to suit the guidelines of PSI [4]. The business layer consists of a Java 2 

Enterprise Edition (J2EE) compliant application which is deployed to the open source application 

server JBoss [37]. Access to the data is provided by a user-friendly web-interface using Java Servlets 

and Java Server Pages [38] via the Struts framework [39]. Computational or disk space intensive tasks 

can be distributed to a separate server or to a computing cluster by using the in-house developed 

JClusterService interface. This web service based programming interface uses the Simple Object 

Access Protocol (SOAP) [40] to transfer data for the task execution between calculation server and 

MASPECTRAS server. The tasks can be executed on dedicated computation nodes and therefore do 

not slow down the MASPECTRAS web interface. This remote process execution system is used as a 

backend for the protein grouping analysis, for the mass quantification and for the management of the 

sequence databases and their sequence retrieval during import. 

The current implementation of MASPECTRAS allows the comparison of search results from 

SEQUEST, Mascot, Spectrum Mill, X! Tandem [25], and OMSSA [26]. The following file formats 

are supported: SEQUEST: ZIP-compressed file of the *.dta, *.out and SEQUEST.params files; 

Mascot: *.dat; Spectrum Mill: ZIP-compressed file of the results folder including all subfolders; X! 

Tandem: the generated *.xml; OMSSA: the generated *.xml with included spectra and search params; 

Raw data: XCalibur raw format (*.raw) version 1.3, mzXML [41] and mzData [42] format. The data 

can be imported into MASPECTRAS database asynchronously in batch mode, without interfering 

with the analysis of already uploaded data. The spectrum viewer applet and the diagrams are 

implemented with the aid of JFreeChart [43] and Cewolf [44] graphics programming frameworks. The 

whole system is secured by a user management system which has the ability to manage the access 

rights for projects and offers data sharing and multiple user access roles in a multi-user environment. 
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EXPERIMENTAL PROCEDURES 

In order to demonstrate the capabilities of MASPECTRAS the following experiments were performed. 

 

Materials 

Proteins were purchased from Sigma as lyophyllized, dry powder. Solvents (HPLC grade) and 

chemicals (highest available grade) were purchased from Sigma, TFA (trifluoroacetic acid) was from 

Pierce. The ICPL (isotope coded protein label) chemicals kit was from Serva Electrophoresis this kit 

contained reduction solution with TCEP (Tris (2-carboxy-ethyl) phosphine hydrochloride), cysteine 

blocking solution with IAA (Iodoacetamide), stop solutions I and II and the labeling reagent nicotinic 

acid N-hydroxysuccinimide ester as light (6 12C in the nicotinic acid) and heavy (6x 13 C) form as 

solutions. Trypsin was purchased from Sigma at proteomics grade. 

  

 

ICPL labeling of proteins 

Proteins bovine serum albumin [GenBank:AAA51411.1], human apotransferrin [ref:NP_001054.1] 

and rabbit phosphorylase b [PDB:8GPB] were dissolved with TEAB (Tetraammoniumbicarbonate) 

buffer (125 mM, pH 7.8) in three vials to a final concentration of 5 mg/ml each. A 40 µl aliquot was 

used for reduction of disulfide bonds between cysteine sidechains and blocking of free cysteines. For 

reduction of disulfide bonds 4 µl of reduction solution were added to the aliquot and the reaction was 

carried out for 35 min at 60 °C. After cooling samples to room temperature, 4 µl of cysteine blocking 

solution were added and the samples were sat in a dark cupboard for 35 min. To remove excess of 

blocking reagent 4 µl of stop solution I were added and samples were put on a shaker for 20 minutes. 

Protein aliquots were split to two samples which contained 20 µl each. First row of samples was 

labeled with the 12C isotope by adding 3 µl of the nicotinic acid solution which contained the light 

reagent. Second row was labeled with the heavy reagent and labeling reaction was carried out for 2 h 

and 30 min while shaking at room temperature. 
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Proteolytic digest of Proteins 

Protein solutions were diluted using 50 mM NH4HCO3 solution to a final volume of 90 µl. 10 µl of a 

fresh prepared trypsin solution (2.5 µg/µl) were added and the proteolysis was carried out at 37 °C 

over night in an incubator. The reaction was stopped by adding 10 µl of 10% TFA. The peptide 

solutions were diluted with 0.1 % TFA to give 1 nM final concentration. From these stock solutions 

samples for MS/MS analysis which contained defined ratios of heavy and light were made up by 

mixing the solutions of light and heavy labeled peptides. 

 

HPLC and mass spectrometry  

To separate peptide mixtures prior to MS analysis, nanoRP-HPLC was applied on the Ultimate 2 Dual 

Gradient HPLC system (Dionex, buffer A: 5% ACN, 0.1% TFA, buffer B: 80% ACN, 0.1% TFA) on 

a PepMap separation column (Dionex, C18, 150 mm x 75 µm x 3 µm, 300 A). 500 fMol of each 

mixture was separated three times using the same trapping and separation column to reduce the 

quantification error which comes from HPLC and mass spectrometry. A gradient from 0% B to 50% B 

in 48 min was applied for the separation; peptides were detected at 214 and 280 nm in the UV 

detector. The exit of the HPLC was online coupled to the electrospray source of the LTQ mass 

spectrometer (Thermo Electron). Samples were analyzed in centroid mode first to test digest and 

labeling quality. For the quantitative analysis the LTQ was operated in enhanced profile mode for 

survey scans to gain higher mass accuracy. Samples were mass spectrometrically analyzed using a top 

one method, in which the most abundant signal of the MS survey scan was fragmented in the 

subsequent MS/MS event in the ion trap. Although with this method a lower number of MS/MS 

spectra were acquired, the increased number of MS scans leads to a better determination of the eluting 

peaks and therefore provides improved quantification of peptides.  

Data analysis was done with the Mascot Daemon [23] (Matrix Science), BioWorks 3.2  [22] (Thermo 

Electron) software packages using an in house database. To demonstrate the merging of results from 

all of the mentioned search engines the ICPL labeled probes at an ratio of 1:1 were searched with 

Spectrum Mill A.03.02 (Agilent Technologies) [24], X! Tandem [25] (The Global Proteome Machine 
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Organization) version 2006.04.01, and OMSSA 1.1.0 [26] (NCBI) The results were uploaded to 

MASPECTRAS and quantified automatically. 
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FIGURE LEGENDS 

 

Figure 1 

Schematic overview of the analysis pipeline of MASPECTRAS. Search results from SEQUEST, 

Mascot, Spectrum Mill, X! Tandem, and OMSSA are imported and parsed. In the next steps peptides 

are validated using PeptideProphet [22] and the corresponding proteins clustered using ClustalW [30]. 

Then the peptides are quantified using the ASAPRatio algorithm [32], the results stored in the 

database and exported to the public repository PRIDE [7].  

 

Figure 2 

Combined view of the results from the search engines. The combined result view shows the 

comparison from 5 different search engines (SEQUEST, Mascot, Spectrum Mill, X! Tandem, and 

OMSSA) for bovine serum albumin (see experimental procedures for details). The line on the top lists 

the search results displayed in color. Sequence segments found only in one of the searches have the 

corresponding color whereas sequence segments found in multiple searches are colored red. The 

possible peptide modifications are shown under the protein sequence box. Three types of peptide 

modifications were defined: ICPL-light (K%), ICPL-heavy (K*), and oxidized methionine (MX$).  X! 

Tandem generates additional modifications at the N-terminus (N-term@, N-term&, and N-term”). X! 

Tandem does not provide the possibility to search variable modification states on one amino acid. 

Therefore, for the X! Tandem search a fixed modification at K(+105.02) and a variable modification 

(K§+6.02) has been applied. In the last table the peptides are listed and only one representative for the 

peptide at this modification state is shown. 

 

Figure 3 

Spectrum viewer of MASPECTRAS. The spectrum viewer offers the selection of different ion 

series, the change to other peptide hits, zooming- and printing possibilities.  
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Figure 4 

Chromatogram viewer for the quantification. The raw data is filtered with the m/z of the peptide 

found. The calculated chromatogram and the chromatograms of the neighborhood are displayed in the 

first view. The second view shows the selected chromatogram (the yellow colored one in the first 

view). Additional peaks can be added and stored peaks (colored red) can be removed. The manually 

selected peaks are displayed in green. The chromatogram viewer allows changing the m/z step-size, 

the number of displayed neighborhood chromatograms, and the charge state.  
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Compliance              

 MIAPE MSI compliant ─ * ─ ─ ─ ─ � ─ ─ ─ ─ ─ � 

 MIAPE MS compliant ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ � 

 MIAPE GE compliant ─ ─ ─ ─ ─ ─ � ─ ─ ─ ─ ─ � 

 MIAPE GI compliant ─ ─ ─ ─ ─ ─ � ─ ─ ─ ─ ─ � 

 MIAPE LC compliant ─ ─ ─ ─ ─ ─ � ─ ─ ─ ─ ─ � 

  PRIDE export ─ ─ ─ ─ ─ ─ ─ plan. ─ ─ ─ ─ � 

Data Import              

 mzXML � � conv. � ─ ─ � ─ � ─ ─ � � 

 mzData ─ ─ conv. ─ ─ ─ � � ─ ─ ─ � � 

 SEQUEST pepX ─ ─ pepX � � ─ ─ � ─ ─ � � 

 Mascot pepX ─ � pepX ─ � � � ─ � � � � 

 SpectrumMill ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ � 

 X!Tandem ─ � � � ─ ─ � � ─ ─ ─ ─ � 

  OMSSA ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ � 

Data validation and visualization              

 Search engine included ─ � � � ─ ? ─ � ─ ─ ─ ─ ─ 

 Additional validation algorithms � � � ─ � ─ � � � � � � � 

 Protein grouping - clustering ─ � � ─ ─ ─ ─ ─ ─ � ─ ─ � 

 

Merging of results from 
different search engines 

─ ─ ? � ─ � � � ─ ─ ─ ─ � 

 Customizable filtering ? � ─ part. ─ � ? SQL ─ � � ? � 

  Spectrum viewer � � ? � � ? ? ─ ─ ─ � ? � 

Quantification:              

 Relative peptide quantification � ─ � ─ ─ ─ ─ plan. ─ � � � � 

 

Adjustable m/z width for 
quantification 

─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ ─ � 

 Visualization of chromatograms � ─ � ─ ─ ─ ─ ─ ─ ? ─ � � 

  

Visualization of surrounding 
chromatograms 

─ ─ ? ─ ─ ─ ─ ─ ─ ─ ─ � � 

Scalability:              

  Parallel computing ─ ─ ─ ─ ─ ─ ─ ? ─ ─ ─ ─ � 
 
 

Table 1 
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Comparison of MASPECTRAS to other proteomics tools.  � fulfills criteria;  ─  does not fulfill 

criteria; ?  not enough information to answer this question;  part.  partially fulfills criteria;  

plan.  planned;  pepX  fulfills via pepXML;  n.a. not applicable;  conv.  after conversion;  *  fulfills 

parts of MIAPE called XIAPE;  MSI Mass Spectrometry Informatics;  MS  Mass Spectrometry;  GE  

Gel Electrophoresis;  GI  Gel Informatics;  LC  Liquid Chromatography;  SQL  filtering over SQL 

only; 

 

  10 heavy to 1 light     1 heavy to 10 light  

           

  MSQuant PepQuan 
      
MASPECTRAS    MSQuant PepQuan 

      
MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 22 33 27 40  # peptides 20 82 28 39 

mean 4.64 8.94 8.31 9.85  mean 7.54 7 9.77 9.29 

stdev 4.83 4.9 2.85 2.99  stdev 4.94 2.51 3.96 1.92 

relative 
error 104.09% 54.81% 34.30% 30.36%  

relative 
error 65.52% 35.86% 40.53% 20.67% 

           

ratio: heavy/light     ratio: light/heavy    

           

           

  5 heavy to 1 light     1 heavy to 5 light  

           

  MSQuant PepQuan 
      
MASPECTRAS    MSQuant PepQuan 

      
MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 14 43 50 53  # peptides 16 67 41 40 

mean 2.94 4.27 4.16 4.67  mean 13.36 3.74 4.25 4.84 

stdev 2.3 1.69 1.56 1.12  stdev 5.18 1.36 1.15 0.93 

relative 
error 78.23% 39.58% 37.50% 23.98%  

relative 
error 38.77% 36.36% 27.06% 19.21% 

           

ratio: heavy/light     ratio: light/heavy    

           

           

  2 heavy to 1 light     1 heavy to 2 light  

           

  MSQuant PepQuan 
      
MASPECTRAS    MSQuant PepQuan 

      
MASPECTRAS 

  auto manual auto manual    auto manual auto manual 

# peptides 25 50 48 72  # peptides 16 74 42 47 

mean 1.048 2.17 2.07 2.03  mean 4.24 2.07 2.11 1.94 

stdev 1.15 0.7 0.71 0.54  stdev 4.97 3.04 0.63 0.3 

relative 
error 109.73% 32.26% 34.30% 26.60%  

relative 
error 117.22% 146.86% 29.86% 15.46% 

           

ratio: heavy/light     ratio: light/heavy    

           

           

  1 heavy to 1 light        
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  MSQuant PepQuan 
      
MASPECTRAS       

  auto manual auto manual       

# peptides 15 67 98 77       

mean 0.92 1.28 0.97 0.99       

stdev 0.46 0.48 0.24 0.19       

relative 
error 49.30% 37.50% 24.74% 19.10%       

           

 

Table 2 

Summary of quantitative analysis with MASPECTRAS, MSQuant and PepQuan. A filter for 

outlier removal has been applied to the automatically calculated ratios in MASPECTRAS. For the 

manual evaluation, these automatically removed peptides were checked manually and the 

misquantification due to wrong peak detection could be corrected. Therefore the amount of manually 

accepted peptides could higher than the automatically accepted ones. The quantification with 

ASAPRatio integrated in MASPECTRAS performed superior compared to both, MSQuant and 

PepQuan. Furthermore, for all ratios the relative error calculated was considerably lower than the 

relative error obtained with MSQuant and PepQuan  
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ADDITIONAL DATA FILES 

 

The following additional data files are included with the online version of this article: the evaluation of 

the heart cytosol data for the study by Kislinger et al. (additional data file 1); quantification results and 

comparision with MSquant and PepQuan (additional data file 2); and a tiff image of the database 

scheme of MASPECTRAS (additional data file 3). The original data files are downloadable directly at 

the MASPECTRAS application at https://maspectras.genome.tugraz.at. 
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Abstract
Background: Microarray analysis has become a widely used technique for the study of gene-
expression patterns on a genomic scale. As more and more laboratories are adopting microarray
technology, there is a need for powerful and easy to use microarray databases facilitating array
fabrication, labeling, hybridization, and data analysis. The wealth of data generated by this high
throughput approach renders adequate database and analysis tools crucial for the pursuit of insights
into the transcriptomic behavior of cells.

Results: MARS (Microarray Analysis and Retrieval System) provides a comprehensive MIAME
supportive suite for storing, retrieving, and analyzing multi color microarray data. The system
comprises a laboratory information management system (LIMS), a quality control management, as
well as a sophisticated user management system. MARS is fully integrated into an analytical pipeline
of microarray image analysis, normalization, gene expression clustering, and mapping of gene
expression data onto biological pathways. The incorporation of ontologies and the use of MAGE-
ML enables an export of studies stored in MARS to public repositories and other databases
accepting these documents.

Conclusion: We have developed an integrated system tailored to serve the specific needs of
microarray based research projects using a unique fusion of Web based and standalone applications
connected to the latest J2EE application server technology. The presented system is freely available
for academic and non-profit institutions. More information can be found at http://genome.tugraz.at.

Background
Microarray analysis has become a widely used technique
for the study of gene-expression patterns on a genomic
scale [1,2]. Oligonucleotide and cDNA arrays have been
utilized to study mRNA [3] and protein levels [4], to deci-

pher protein-DNA interactions [5], to analyze the DNA
copy number [6], to detect methylated sequences [7], and
to analyze gene phenotypes in living mammalian cells [8].
Microarrays represent a very complex, multi step tech-
nique involving array fabrication, labeling, hybridization,
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and data analysis. Currently, most laboratories are using
either one labeled sample (Affymetrix microarrays) or two
labeled samples (cDNA microarrays) for hybridizations,
but several applications have been established were three
color microarrays are used [9,10]. State-of-the-art micro-
arrays can have from several hundred up to tens of thou-
sands of elements annotated by dozens of parameters.
Information on details of the bench work, typically kept
in lab notebooks or scattered files, as well as information
regarding spotting, reliable tracking of the spotted mole-
cules, scanning, and image quantification settings, is
important for the computational analysis and reproduci-
bility of experiments. Every step generates a wealth of data
spanning tens of megabytes and in each of them errors
may occur or protocols might need optimization to
improve results. Moreover, all these information must be
archived according to accepted scientific standards, which
allow scientists to share common information and to
make valid comparisons among experiments. For this rea-
son the Microarray Gene Expression Data Society
(MGED) [11] is focusing on establishing standards for
microarray data annotation and exchange, facilitating the
creation of microarray databases and related software
implementing these standards. MGED is heavily promot-
ing the sharing of high quality, well annotated data within
the life sciences community. Their initiatives – MIAME
(Minimum Information About a Microarray Experiment)
[12], MGED Ontology [13], and MAGE-ML (MicroArray
Gene Expression Markup Language) [14] – maximize the
value of microarray data by permitting greater opportuni-
ties for sharing information within scientific groups and
thus for discovery. These will ultimately affect the descrip-
tion, analysis, and management of all high throughput
biological data.

The 'list of genes' resulting from microarray analysis is not
the end of a microarray experiment. The major challenge
is to assign biological function and to generate new
hypotheses. The simplest way to find genes of potential
biological interest is to search the normalized data for the
highly expressed ones. Additionally, identifying patterns
of gene expression and grouping genes into expression
classes can provide greater insight into their biological rel-
evance. For this purpose several supervised or unsuper-
vised clustering algorithms like support vector machines
(SVM), hierarchical clustering, k-means, self organizing
map (SOM), or principal component analysis (PCA) are
in use. The annotation of genes or gene clusters can be
achieved by mapping them to the Gene Ontology (GO)
[15] in order to provide insights into relevant molecular
functions, biological processes, and cellular components
[16]. Another way to identify genes of biological interest
is to map the normalized data or gene expression clusters
[17] to known metabolic pathways as provided e.g. by
KEGG [18] or BioCarta [19].

Several academic as well as commercial systems are avail-
able that address at least some of the needs such as labo-
ratory information management systems (LIMS) [20],
microarray databases [21-24] and repositories, normaliza-
tion, clustering, pathway or GO mapping tools or expres-
sion analysis platforms [25]. However, freely available
systems which integrate all the aspects mentioned above
are rare and may lack important issues like usability, scal-
ability, or standardized interfaces. Furthermore, for such
integrated systems it is desireable to use a uniform and
state-of-the-art software architecture in order to enhance
setup, maintenance and further development.

We have therefore developed a Microarray Analysis and
Retrieval System (MARS) using latest Java 2 Platform,
Enterprise Edtition (J2EE) software technology. MARS
provides modules mandatory for microarray databases:

• a laboratory information management system (LIMS) to
keep track of information that accrues during the microar-
ray production and biomaterial manipulation

• MAGE-ML export of data for depositing to public repos-
itories e.g. ArrayExpress [26], GEO [27]

For these components already existing projects [21,23,26]
have been evaluated. Their advantages as well as disad-
vantages have been taken into account for the design of
MARS. Widely used concepts have been taken into consid-
eration and accepted standard libraries like MAGE-STK
[11]have been used whenever possible. Additionally, we
extented this solid foundation and added novel features
which can be highlighted as distinct advantages of the
MARS system.

• a quality management application storing necessary
quality control parameters indispensable for high-quality
microarray data

• Web services to connect several well established tools
such as normalization, clustering and pathway annota-
tion applications

• applications for microarray normalization, gene expres-
sion clustering, and pathway exploration that are tightly
integrated into the microarray analysis pipeline

• a novel, comprehensive, and Web based user manage-
ment system to administrate institutes, groups, users, and
their corresponding access rights

Implementation
Software architecture
MARS is based on a three tier architecture (Figure 1) using
the Java 2 Platform, Enterprise Edition (J2EE), which
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defines a standard for developing multi tier enterprise
applications. The J2EE platform simplifies the develop-
ment of enterprise applications using on standardized,
modular components like Enterprise JavaBeans (EJB),
Java Servlets, Java Server Pages (JSP), and XML
technology.

A relational database (Oracle or PostgreSQL) builds the
data- or Enterprise Information System tier. In the middle
tier the J2EE compliant application server JBoss [28] is sit-
uated. It manages the access to the relational database as
well as the interaction with the data. The Web server in
conjunction with a servlet-container is responsible for the
presentation tier. All the servlets and JSPs are executed to
enable input and output of an application and to manage

the applications workflow logic. An advantage of a multi
tier architecture is that different tiers can be deployed to
different servers, enabling load distribution as well as
scalability.

Systems
The database schema, the business logic, and the Web
interface can be subdivided into five major groups:

1. Microarray production
To address the needs of many laboratories which produce
their own microarrays, MARS includes a generic array pro-
duction LIMS. It manages data regarding the substances
(clones) and their localization in microtiter plates, the
array design spotted on the support, as well as single

Three tier Java 2 Enterprise Edition software architectureFigure 1
Three tier Java 2 Enterprise Edition software architecture. The J2EE platform simplifies the development of enterprise 
applications by providing standardized modular components like EJBs, JSP and Servlets. Furthermore it is providing a complete 
set of services to those components.
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arrays and array batches. The flexible and generic database
design facilitates mapping of the steadily changing labora-
tory workflow. Additionally, each plate can be assigned to
a library, which designates the organism and contains
details about the cloning vector, forward and reverse
primer and standard molecule annotations including
gene name, accession number, UniGene number, and
sequence. Substances stored in microtiter plates may
undergo certain manipulations such as PCR amplifica-
tion. Therefore a PCR amplification event can be assigned
to a plasmid plate in order to generate a PCR plate in the
database.

After entering the information necessary for spotting, a
file is generated and prepared for download. This file is
used by the spotting robot software to generate an array
design file. After the spotting run has been completed, the
array design file has to be uploaded into MARS. For each
spotting run an array batch has to be created in MARS, and
all slides spotted by this spotting run have to be assigned
to this array batch. Additionally, important parameters
regarding the spotting run such as temperature, duration,
or humidity can be assigned to this array batch. Barcode
tracking is employed for plates as well as for arrays to
reduce possible input errors. Laboratories using commer-
cial arrays have to upload the array design instead and
define an array batch afterwards.

2. Sample preparation
Samples can be annotated in a user-customizable manner.
MARS allows the annotation of biological descriptions
such as the source and characteristics of a sample (e.g. tis-
sue and disease), any genetic and chemical manipulation
and stimulation. Performing such annotations in free text
fields leads to large undefined vocabularies and makes
them difficult to query. Thus, three different annotation
types are provided: 1) enumeration enabling the usage of
defined vocabularies or ontologies, 2) numbers to allow
scoring and counting and 3) free text. Annotated samples
will be linked to an extract, enabling a lab worker to anno-
tate the extraction method, protocol, concentration,
purity, and quantity. The labeled extract stores informa-
tion on used extract quantity, the label and the labeling
protocol.

3. Hybridization and raw data management
The hybridization page archives parameters regarding the
hybridization tool and method and is linked to the used
labeled extracts. In contrast to several other microarray
databases MARS can handle any number of labeled
extracts and thus allows the storage of multi color experi-
ments. Resulting images from hybridized scanned slides
can be uploaded to MARS and added to a hybridization
record. It is noteworthy that a hybridization can have sev-
eral image sets associated with images of different scanner

settings. After analyzing the images several different raw
datasets analyzed with different program settings can be
uploaded and added to the appropriate image set.

4. Experiment annotation
A set of hybridizations forms an experiment. To store the
experimental design these hybridizations can be divided
into classes, paired, and flagged as a dyeswap hybridiza-
tion. Additionally, an experiment can be annotated using
MGED Ontology definitions (Figure 2) to specify the per-
turbational, methodological, and epidemiological design,
as well as the biological properties. Transformed datasets
can be added to classes and their corresponding raw
dataset.

5. Quality management
To ensure high quality data and to allow the detection of
possible sources of errors, a powerful quality management
system has been integrated into MARS. This system is
based on standard quality control procedures conducted
during microarray production as well as during sample
preparation, extraction and hybridization. In order to
control the quality of PCR and purified PCR products gen-
erated during probe production, authorized users can
upload gel images and analyze the bands according to a
predefined schema (Figure 3). Based on this schema, PCR
products can be identified later as a source of bad or miss-
ing spots on a slide. Quality annotation can be viewed by
any user.

Slides can be scanned after fixation and/or after staining
and parameters like spot walking or the number of miss-
ing spots are used to determine slide quality. In addition
to array production quality controls, it is also necessary to
check the quality of samples and its extracts. Data gained
from an Agilent Bioanalyzer or gel images can be
uploaded and analyzed either automatically (Bioanalyzer
file) or manually (gel images) (Figure 4). Labeled extracts
can be measured with a spectrophotometer to assess the
efficiency of dye incorporation. Results of these measure-
ments can be entered into MARS and the corresponding
efficiency is calculated automatically. Finally, the quality
of a hybridized slide is analyzed by extracting and display-
ing several statistical parameters from the raw data result
file and by examining positive and negative controls
printed onto a slide.

Data interfaces
One of the most important parts for the acceptance of a
database is the data import interface. To allow the import
of generic file formats, we have implemented a user defin-
able parser that allows to read any tab delimited text file.
The user has to define a file format where file columns are
assigned to appropriate database fields. MARS allows to
Page 4 of 12
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define file formats for importing plates, raw datasets,
transformed datasets, and array designs.

Any file that has to be imported, linked, or used has to be
uploaded to MARS at first. Afterwards these data can be
analyzed by the users at their office desk without having
to use another central storage system. Uploaded files are

stored on the servers file system where MARS has been
installed. Additionally, links to these files are maintained
in the relational database to prevent the deletion of
already imported, linked, or used files.

The implementation of other Web based applications and
more important, the usage and correct linkage of their

Experiment annotationFigure 2
Experiment annotation. Web interface to define microarray experiments according to the MGED Ontology.
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stored data have been addressed by an External Applica-
tion Connector Interface. Additional applications like
supplementary quality checks can be added without any
additional coding in MARS. The MARS user interface is
dynamically displaying links to all former registered
applications.

The Microarray Gene Expression Markup Language
(MAGE-ML) has emerged as a language to describe and
exchange information about microarray based experi-
ments [29]. MAGE-ML is based on XML (eXtensible
Markup Language) and can describe microarray designs,
microarray manufacturing information, microarray

Quality controlFigure 3
Quality control. A gel image from PCR products can be scored and associated to a plate.
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experiment setup and execution information, gene expres-
sion data, and data analysis results. By using the Java
MAGE-STK (Mage Software Toolkit) [11] MARS is able to
export samples, extracts, labeled extracts, arraydesigns,
raw datasets, or whole experiments including several
hybridizations.

Web service
In order to grant users access to MARS with software they
are familiar with (e.g. BioConductor [30] or Matlab [31]),
MARS provides a well defined Simple Object Access Pro-
tocol (SOAP) interface. SOAP is an XML-based communi-
cation protocol and encoding format for inter-application

Quality controlFigure 4
Quality control. Bioanalyzer analysis to check the RNA quality for a given RNA extract.
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communication. After minor software adaptions these
interfaces allow to authenticate against MARS, to browse
own and shared datasets, to download raw data, to filter
the data, and to insert transformed datasets into MARS. To
take advantage of the SOAP Web service we provide a Java
library called MARSExplorer, that allows software devel-
opers to extend their programs with data access function-
ality to MARS. Additionally, if no firewall is located
between the client software and MARS, the MARS API
(Application Programming Interface) can be used to
access public accessible methods via the RMI (Remote
Method Invocation) interface.

Access control
To avoid unauthorized database access in a multi user
environment the control of user access is a crucial crite-
rion for the acceptance of any database managing func-
tional genomic data. Furthermore, the definition of
several fine grained user access levels that allow to visual-
ize, edit or delete data (e.g. expression and sample data,
protocols) based on the user rights is mandatory. There-
fore we have developed an extensible and easy to use
authentication and authorization system (AAS) which
rests upon the same technology as MARS. In addition to
its Web based management interface, the AAS provides
software libraries that enable existing and new applica-
tions the integration of highly sophisticated authentica-
tion and authorization mechanisms. Moreover, the AAS
provides single-sign-on to all its connected Web based
applications. Since this AAS can also be used in various
projects or institutions relying upon freely available soft-
ware, MySQL has been choosen as database management
system. If desired, this AAS can also manage Windows and
Unix accounts using SAMBA [32] and LDAP (Lightweight
Directory Access Protocol) [33]. For instance, at the Insi-
tute for Genomics and Bioinformatics all Web based
applications and user accounts are administrated by one
single instance of the AAS.

Results
Database
All MARS user interfaces are providing a consistent look
and feel and are very intuitive to use. In general, the Web
based user interface can be divided into two types of user
interaction pages: The first one is an input form, where a
user can record required and optional data according to
the MIAME standard. Required fields are marked in
magenta and are validated for correct input. The second
allows to list all stored records. To keep the information
on a page simple, a user can hide unnecessary datafields.
Furthermore it is possible to query for specific records
(Figure 5) using the MARS report query tool. Because all
Web pages are linked together, MARS permits to follow all
conducted steps from the transformed data back to the
corresponding well in a microtiter plate and to visualize

the results of quality controls. The description of an exper-
iment including hybridizations and their raw datasets is
typically the starting point for further analysis.

Analytical pipeline
The usability of MARS and the functionality of the pro-
vided interfaces and APIs (Figure 6) are revealed by the
integration of MARS into an analytical pipeline of micro-
array analysis, beginning with image analysis, normaliza-
tion, gene expression clustering, and finally mapping of
gene expression data onto biological pathways.

After entering all required information into MARS, the
first step is to normalize the raw data gathered from the
image analysis software in order to remove systematic and
random errors inherent in the data. ArrayNorm [34], an
application for visualization, normalization and analysis
of two-color microarray data facilitates these essential
steps. Raw data including the definition of experiment
classes (biological conditions) and pairs (replicated or
dye swapped slides) from whole experiments can be
loaded from MARS into ArrayNorm. After visualization
and applying different normalization methods like linear
regression, LOWESS, or self-normalization, the trans-
formed intensities can be written back to MARS, including
the history of the applied methods. The next step in the
analytical pipeline is usually gene expression cluster anal-
ysis to extract the fundamental patterns inherent in the
data and to organize genes with similar expression pat-
terns into biological relevant clusters. Normalized gene
expression data can be loaded into Genesis [35]. Genesis
allows to cluster the dataset using various similarity dis-
tance measurements and different clustering algorithms
like hierarchical clustering, k-means, self-organizing
maps, principal component analysis, correspondence
analysis, and support vector machines. Moreover it is pos-
sible to perform one-way ANOVA to identify differentially
expressed genes and to incorporate the Gene Ontology
(GO) to map gene expression clusters to GO terms.
Results can be written back into MARS.

Finally, the Pathway Editor [36] provides the opportunity
to access MARS and to map data either from whole exper-
iments or from gene expression clusters to specified path-
ways in order to get an overview of gene expression
changes and their influencing factors. All aforementioned
applications have integrated MARSExplorer to connect to
MARS and to query, up- and download datasets.

Discussion
The database design, state-of-the-art software technology,
well designed user interface, and its application interfaces
make MARS a powerful tool for storing, retrieving, and
analyzing multi color microarray data. The fusion of Web
based and standalone applications provides researchers
Page 8 of 12
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with an unique set of computational tools for genomic
and transriptomic data.

The main strengths of MARS are:

1. Data interfaces
Fundamental for the acceptance of a database are the data
interfaces. In principle two types of data interfaces for
human computer interactions can be distinguished. Stan-
dalone applications allow better program-user interac-
tions while having the drawback that several or even very

Typical MARS interface listing stored recordsFigure 5
Typical MARS interface listing stored records. It allows to query for specific records using the user friendly query tool.
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old versions are in use. On the other hand Web based
applications can be easily used on every computer with-
out any installation effort and they provide the same and
newest version to all users with the cost of limited user
interaction. To ensure data integration and good usability
we have developed the core data manipulation and stor-
ing functions using Web based technology and for data
analysis we are using robust applications.

2. Application interfaces
Excellent usability does not only account for primely data
interfaces. The ability to easily import data and the avail-
ability of well defined application interfaces are also cru-
cial. Different institutions use diverse, mostly self tailored

applications with proprietary and varying data formats.
MARS provides several data and application interfaces. To
import data we provide user definable and manageable
parsers. When a user is uploading data, MARS tries to find
an appropriate parser based on the file data or format
header. Once the data is uploaded and stored, the data can
be analyzed using the provided applications. For scientists
who would like to analyze their data with other software,
MARS provides also a Web service data interface. After
some slight adaptations, users can authenticated and
down- or upload data. Providing a Web service interface
allows through its wide spread and platform independ-
ence to be implemented in all well-established program-
ming languages and in tools like Matlab or BioConductor.

MARS system interactionsFigure 6
MARS system interactions. MARS and MARS-QM are deployed in a J2EE compliant application server. Interaction is possi-
ble either with a standard Web browser or an application supporting the SOAP or RMI protocol. The External Application 
Connector Interface (EACI) facilitates to connect to data from additional Web applications. SOAP and http/https enable MARS 
access also through firewalls.
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Existing Web applications can be plugged-in using the
EACI that enables the linkage between data provided by
the plugged-in application and data stored in MARS.
Moreover it is possible to extend MARS without having to
amend the MARS source code.

3. Quality management
In order to assure high-quality data and to understand or
optimize lower value data it is important to be able to
trace back all conducted quality control steps. MARS
traces several quality measurements performed during the
microarray production as well as during the sample prep-
aration, extraction, and hybridization process. These qual-
ity checks are implemented as an additional application
called MARS-QM, which is tightly integrated into MARS.

4. Data sharing and export
MARS enables users to share their datasets with other
users. Supplementary to the user oriented data manage-
ment an institution oriented level has been introduced.
This amelioration allows several institutes to store their
data into one data repository without having to share
common settings and resources such as scanners, but
offering the possibility to share the data among them.

Besides the sharing of microarray experiment data we pro-
vide the possibility to export hybridizations and experi-
ments using the common exchange format MAGE-ML.
This feature facilitates the easy sharing and publishing of
high quality, well annotated data within the life sciences
community by uploading the generated files to public
repositories like ArrayExpress [26].

5. User management
Since microarray- as well as the corresponding quality
control data may contain highly sensitive data, we have
integrated our AAS into MARS to provide authentication
and fine grained authorization mechanisms. The combi-
nation of AAS and External Application Connector Inter-
face provides through a single-sign-on mechanisms and
dynamic linkage of data the possibility to assemble heter-
ogeneous Web applications to one powerful suite.

Because information attached to molecules is changing
quickly, we are currently implementing the possibility to
update and enhance the information tagged to a mole-
cule. Changing this information on the molecule level
may affect already existing results. In order to avoid such
precarious alterations, a user should be able to update the
molecule information for each experiment separately
instead of replacing the initial molecule information. Fur-
ther ongoing projects concentrate on the integration of
Affymetrix GeneChip arrays into MARS and the improve-
ment of MAGE-ML export capabilities in order to obtain
approval from the ArrayExpress annotation team. Both

features will be made available to the public in the next
major release.

Conclusion
In summary, we have developed an integrated system con-
sisting of a microarray database and a microarray quality
control database, that has been tailored to serve the spe-
cific needs of microarray based research projects. Due to
the unique fusion of using Web based and standalone
applications connected to the latest J2EE application
server technology, bioinformatics researchers receive the
benefits of standards-based software engineering. The sys-
tem can provide a model how to build up a similar plat-
form for other emerging functional genomics
technologies.

Availability and requirements
• Project name: MARS

• Project home page: http://genome.tugraz.at/Software/
MARS/MARS.html

• Operating system: Solaris, Linux, Windows

• Programming language: Java, HTML

• Other requirements: Java JDK 1.4.x, Oracle 9i, MySQL
4.0.xx, Server with at least 1 GBytes of main memory

• License: IGB-TUG Software License

• Any restrictions to use by non-academics: no

Installation of MARS is not complicated and should be
manageable within a few hours if necessary access rights
especially to Oracle and MySQL are granted. Step-by-step
instructions are provided at the projects Web site together
with the files and scripts necessary for installation. The ref-
erence installation of MARS is running on a Sun Fire V880
server under Solaris 9 using Oracle 9i as Database Man-
agement System. Attached is a Storage Area Network
(SAN) with 2 TBytes.

The production instance of MARS contains information
from more than 1000 microtiter plates, 24 array batches,
232 hybridizations, and 312 rawbioassays with about
9,170,000 datapoints.

Authors' contributions
MM, RM, and AS designed and implemented the current
version of MARS. They were responsible for the database
design, the development of the business- as well as pres-
entation logic. JH developed the quality management sys-
tem and incorporated it into MARS. MM and JH were the
lead developers of the AAS. HH, AP, GS, and MS have
Page 11 of 12
(page number not for citation purposes)

http://genome.tugraz.at/Software/MARS/MARS.html
http://genome.tugraz.at/Software/MARS/MARS.html


BMC Bioinformatics 2005, 6:101 http://www.biomedcentral.com/1471-2105/6/101
been involved in the compilation of the user requirements
document and contributed to the conception and design
of the system. ZT was responsible for the overall concep-
tion and project coordination. All authors gave final
approval of the version to be published.

Acknowledgements
The authors thank the staff of the Institute for Genomics and Bioinformat-
ics for valuable comments and contributions. This work was supported by 
the Austrian Science Fund (Grant SFB Biomembranes F718) and the 
bm:bwk, GEN-AU BIN (Bioinformatics Integration Network) and GEN-AU 
GOLD (Genomics of Lipid-Associated Disorders). Michael Maurer, Robert 
Molidor and Juergen Hartler were supported by a grant from the Austrian 
Academy of Sciences.

References
1. Yang IV, Chen E, Hasseman JP, Liang W, Frank BC, Wang S, Sharov V,

Saeed AI, White J, Li J, Lee NH, Yeatman TJ, Quackenbush J: Within
the fold: assessing differential expression measures and
reproducibility in microarray assays. Genome Biol 2002,
3:RESEARCH0062.1-RESEARCH0062.12.

2. Schena M, Shalon D, Heller R, Chai A, Brown PO, Davis RW: Paral-
lel human genome analysis: microarray-based expression
monitoring of 1000 genes. Proc Natl Acad Sci U S A 1996,
93:10614-10619.

3. Schena M, Shalon D, Davis RW, Brown PO: Quantitative monitor-
ing of gene expression patterns with a complementary DNA
microarray. Science 1995, 270:467-470.

4. Haab BB, Dunham MJ, Brown PO: Protein microarrays for highly
parallel detection and quantitation of specific proteins and
antibodies in complex solutions. Genome Biol 2001,
2:RESEARCH0004.1-RESEARCH0004.13.

5. Iyer VR, Horak CE, Scafe CS, Botstein D, Snyder M, Brown PO:
Genomic binding sites of the yeast cell-cycle transcription
factors SBF and MBF. Nature 2001, 409:533-538.

6. Pollack JR, Perou CM, Alizadeh AA, Eisen MB, Pergamenschikov A,
Williams CF, Jeffrey SS, Botstein D, Brown PO: Genome-wide
analysis of DNA copy-number changes using cDNA
microarrays. Nat Genet 1999, 23:41-46.

7. Yan H, Park SH, Finkelstein G, Reif JH, LaBean TH: DNA-templated
self-assembly of protein arrays and highly conductive
nanowires. Science 2003, 301:1882-1884.

8. Mousses S, Caplen NJ, Cornelison R, Weaver D, Basik M, Hautaniemi
S, Elkahloun AG, Lotufo RA, Choudary A, Dougherty ER, Suh E,
Kallioniemi O: RNAi Microarray Analysis in Cultured Mamma-
lian Cells. Genome Res 2003, 13:2341-2347.

9. Hessner MJ, Wang X, Khan S, Meyer L, Schlicht M, Tackes J, Datta
MW, Jacob HJ, Ghosh S: Use of a three-color cDNA microarray
platform to measure and control support-bound probe for
improved data quality and reproducibility. Nucleic Acids Res
2003, 31:e60-e60.

10. Tsangaris GT, Botsonis A, Politis I, Tzortzatou-Stathopoulou F: Eval-
uation of cadmium-induced transcriptome alterations by
three color cDNA labeling microarray analysis on a T-cell
line. Toxicology 2002, 178:135-160.

11. MGED – Microarray Gene Expression Data Society Home
Page  [http://www.mged.org]

12. Brazma A, Hingamp P, Quackenbush J, Sherlock G, Spellman P,
Stoeckert C, Aach J, Ansorge W, Ball CA, Causton HC, Gaasterland
T, Glenisson P, Holstege FC, Kim IF, Markowitz V, Matese JC, Parkin-
son H, Robinson A, Sarkans U, Schulze-Kremer S, Stewart J, Taylor R,
Vilo J, Vingron M: Minimum information about a microarray
experiment (MIAME)-toward standards for microarray
data. Nat Genet 2001, 29:365-371.

13. Stoeckert CJ Jr, Causton HC, Ball CA: Microarray databases:
standards and ontologies. Nat Genet 2002, 32(Suppl):469-473.

14. Spellman PT, Miller M, Stewart J, Troup C, Sarkans U, Chervitz S,
Bernhart D, Sherlock G, Ball C, Lepage M, Swiatek M, Marks WL,
Goncalves J, Markel S, Iordan D, Shojatalab M, Pizarro A, White J,
Hubley R, Deutsch E, Senger M, Aronow BJ, Robinson A, Bassett D,
Stoeckert CJ Jr, Brazma A: Design and implementation of

microarray gene expression markup language (MAGE-ML).
Genome Biol 2002, 3:RESEARCH0046.1-RESEARCH0046.9.

15. Gene C Ontology: Creating the gene ontology resource:
design and implementation. Genome Res 2001, 11:1425-1433.

16. Pasquier C, Girardot F, Jevardat dFK, Christen R: THEA: ontology-
driven analysis of microarray data. Bioinformatics 2004,
20:2636-2643.

17. Mlecnik B, Scheideler M, Hackl H, Hartler J, Sanchez-Cabo F, Tra-
janoski Z: PathwayExplorer: web service for visualizing hight-
hroughput expression data on biological pathways. Nucleic
Acids Res 2005 in press.

18. Kanehisa M, Goto S, Kawashima S, Nakaya A: The KEGG data-
bases at GenomeNet. Nucleic Acids Res 2002, 30:42-46.

19. BioCarta – Charting Pathways of Life  [http://www.bio
carta.com]

20. Kokocinski F, Wrobel G, Hahn M, Lichter P: QuickLIMS: facilitat-
ing the data management for DNA-microarray fabrication.
Bioinformatics 2003, 19:283-284.

21. Saal LH, Troein C, Vallon-Christersson J, Gruvberger S, Borg A,
Peterson C: BioArray Software Environment (BASE): a plat-
form for comprehensive management and analysis of micro-
array data. Genome Biol 2002,
3:SOFTWARE0003.1-SOFTWARE0003.6.

22. Gardiner-Garden M, Littlejohn TG: A comparison of microarray
databases. Brief Bioinform 2001, 2:143-158.

23. Killion PJ, Sherlock G, Iyer VR: The Longhorn Array Database
(LAD): An Open-Source, MIAME compliant implementation
of the Stanford Microarray Database (SMD). BMC
Bioinformatics 2003, 4:32-32.

24. Gollub J, Ball CA, Binkley G, Demeter J, Finkelstein DB, Hebert JM,
Hernandez-Boussard T, Jin H, Kaloper M, Matese JC, Schroeder M,
Brown PO, Botstein D, Sherlock G: The Stanford Microarray
Database: data access and quality assessment tools. Nucleic
Acids Res 2003, 31:94-96.

25. Theilhaber J, Ulyanov A, Malanthara A, Cole J, Xu D, Nahf R, Heuer
M, Brockel C, Bushnell S: GECKO: a complete large-scale gene
expression analysis platform. BMC Bioinformatics 2004, 5:195-195.

26. Brazma A, Parkinson H, Sarkans U, Shojatalab M, Vilo J, Abeyguna-
wardena N, Holloway E, Kapushesky M, Kemmeren P, Lara GG,
Oezcimen A, Rocca-Serra P, Sansone SA: ArrayExpress – a public
repository for microarray gene expression data at the EBI.
Nucleic Acids Res 2003, 31:68-71.

27. Edgar R, Domrachev M, Lash AE: Gene Expression Omnibus:
NCBI gene expression and hybridization array data
repository. Nucleic Acids Res 2002, 30:207-210.

28. JBoss.com:: The Professional Open Source Company  [http://
www.jboss.org]

29. Quackenbush J: Data standards for 'omic' science. Nat Biotechnol
2004, 22:613-614.

30. Dudoit S, Fridlyand J: Bagging to improve the accuracy of a clus-
tering procedure. Bioinformatics 2003, 19:1090-1099.

31. The MathWorks – Matlab and Simulink for Technical
Computing  [http://www.mathworks.com]

32. Samba – opening windows to a wider world  [http://
www.samba.org]

33. OpendLDAP  [http://www.openldap.org]
34. Pieler R, Sanchez-Cabo F, Hackl H, Thallinger GG, Trajanoski Z:

ArrayNorm: comprehensive normalization and analysis of
microarray data. Bioinformatics 2004.

35. Sturn A, Quackenbush J, Trajanoski Z: Genesis: cluster analysis of
microarray data. Bioinformatics 2002, 18:207-208.

36. Trost E, Hackl H, Maurer M, Trajanoski Z: Java editor for biologi-
cal pathways. Bioinformatics 2003, 19:786-787.
Page 12 of 12
(page number not for citation purposes)

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8855227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8855227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=8855227
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7569999
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7569999
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=7569999
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11206552
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11206552
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11206552
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10471496
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10471496
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=10471496
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14512621
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14512621
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14512621
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14525932
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=14525932
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12771224
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12771224
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12771224
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12160620
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12160620
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12160620
http://www.mged.org
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11726920
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11726920
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11726920
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12454640
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12454640
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11483584
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11483584
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15130932
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15130932
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11752249
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11752249
http://www.biocarta.com
http://www.biocarta.com
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12538251
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12538251
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11465732
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11465732
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12930545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12930545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12930545
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12519956
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12519956
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15588317
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15588317
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12519949
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12519949
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11752295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11752295
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11752295
http://www.jboss.org
http://www.jboss.org
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=15122299
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12801869
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12801869
http://www.mathworks.com
http://www.samba.org
http://www.samba.org
http://www.openldap.org
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11836235
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=11836235
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12691997
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&dopt=Abstract&list_uids=12691997


PathwayExplorer: web service for visualizing
high-throughput expression data on
biological pathways
Bernhard Mlecnik, Marcel Scheideler, Hubert Hackl, Jürgen Hartler,

Fatima Sanchez-Cabo and Zlatko Trajanoski*

Institute for Genomics and Bioinformatics and Christian-Doppler Laboratory for Genomics and Bioinformatics,
Graz University of Technology, Petersgasse 14, Graz 8010, Austria

Received February 14, 2005; Revised and Accepted March 11, 2005

ABSTRACT

While generation of high-throughput expression data
is becoming routine, the fast, easy, and systematic
presentation and analysis of these data in a biologi-
cal context is still an obstacle. To address this need,
we have developed PathwayExplorer, which maps
expression profiles of genes or proteins simultan-
eously onto major, currently available regulatory,
metabolic and cellular pathways from KEGG,
BioCarta and GenMAPP. PathwayExplorer is a
platform-independent web server application with
an optional standalone Java application using a
SOAP (simple object access protocol) interface.
Mapped pathways are ranked for the easy selection
of the pathway of interest, displaying all available
genes of this pathway with their expression profiles
inaselectable and intuitive color code. Pathwaymaps
producedcanbedownloadedasPNG, JPGor ashigh-
resolution vector graphics SVG. The web service is
freely available at https://pathwayexplorer.genome.
tugraz.at; the standalone client can be downloaded
at http://genome.tugraz.at.

INTRODUCTION

The huge amount of large-scale gene and protein expression
data requires new methods for correlation with prior biological
knowledge. Intense efforts have been undertaken and a variety
of different computational methods have been applied to ana-
lyze these data sets. Initial data analyses are based on tools (1)
using common clustering algorithms (2–6). Subsequent ana-
lyses require tools for visualizing genes and gene products in
the context of biological pathways.

In the past years, scientists have established common
repositories for biological data to make it freely available
to others. Consequently, relating biological data to relevant
pathway overviews is now accessible through publicly
available resources. These sources include large graphical
collections with open source access [e.g. Kyoto Encyclopedia
of Genes and Genomes KEGG (7) at http://www.genome.jp/
kegg, BioCarta at http://biocarta.com/genes and GenMAPP at
http://www.genmapp.org (8)]. By overlaying expression data
on biological pathways, established and novel relationships
among genes can be explored. These pathways give key
information about the functional and metabolic organization
of cellular and biological systems within organisms.

Scientists working with large-scale expression data have
already tried to verify and visualize their data in the context
of biological pathways, but the analysis is hampered by a lack of
systematic approaches. Growing trends of using freely available
software packages in bioinformatics along with the increasing
diversity of different operating systems are more and more
claiming for platform-independent web solutions which are
able to meet these requirements. Although some tools are avail-
able (9–13), limitations in performance, usability and function-
ality still remain. A user-friendly graphical user interface is
critical for optimal usability by a broad range of users. Further-
more, there should be several methods available for download-
ing user-relevant information in a textual and graphical way.

For this purpose, we have developed a web-based service
PathwayExplorer, which provides comprehensive and easily
accessible representations of expression profiles onto major
regulatory, metabolic and cellular pathways. The integrated
pathway resources include KEGG, BioCarta and GenMAPP.

METHODS

We used state-of-the-art Java technologies to develop
PathwayExplorer. It is an entirely Java-based application
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client using a three-tiered-architecture that ensures a clean
separation between the presentation front-end, business and
database back-end layer. The business layer, a Java application
client conforming to the J2EE specification, performs the
calculations and search functions and can be accessed by the
presentation layer in two ways: (i) an application client using
SOAP (simple object access protocol); and (ii) a web browser-
based application client running on a web server using JSP
technology. The database layer called PathwayDB is based
on an Oracle DBMS (data base management system), which
is also portable to freely available MySQL or PostgreSQL
DBMS. Frequently changing information is kept in flat
files, which are obtained and constantly updated from NCBI
(ftp://ftp.ncbi.nih.gov/refseq/LocusLink/) (14) and KEGG
(ftp://ftp.genome.ad.jp/pub/kegg/ligand/) (7).

PathwayDB minimizes the ambiguity among its gene iden-
tifiers. The fact that almost all identifiers are relationally
and hierarchically linked allows it to specify the gene element
nodes with only one kind of identifier, which constitutes the
top of the hierarchical identifier tree. All the gene identifiers
that lie below the root identifier can be linked to it later by
using external data sources. We have successfully integrated
KEGG, BioCarta and GenMAPP pathways into PathwayDB
by using only the minimum information necessary. This
comprises information from parsed SMBL (Systems Biology
Markup Language) (15) files obtained from KEGG, which
were converted into the PathwayExplorer application client
(16) format. This was performed because of the lack of the
SMBL format for encoding feasible graphical visualization,
which is essential for the graphical evaluation of mapped
pathways. The EC (17) (Enzyme Commission) defines the
root identifier, which can hold several gene identifiers from
all available organisms, i.e. the LocusLinks (they can contain
again several gene identifiers, such as RefSeq or UniGene IDs)
or the official gene identifiers for other organisms. To integrate
BioCarta and GenMAPP into PathwayDB, the Pathway-
Explorer application client was once again used for automat-
ically parsing the HTML pages holding the necessary pathway
information.

Since both of these pathway resources use many different
gene identifiers, LocusLink was again used as root identifier.
The LocusLinks are linked with the user-defined gene
identifier groups (UniGene, GeneOntology, GenBank and/or
RefSeq), which are used then to align the mapped gene IDs.

PROGRAM DESCRIPTION

Accessibility

PathwayExplorer is a web-based service constantly available
at https://pathwayexplorer.genome.tugraz.at, with a public,
login-free data repository for uploading data sets.

The PathwayExplorer standalone client application can
perform the same mapping operations on an independent,
local-platform computer system. In this case, instead of
uploading the expression data to the web server, the pathway
information from PathwayDB is downloaded to the user’s
local computer system. The standalone client connects to
PathwayDB through a SOAP interface. The standalone client
is available at the PathwayExplorer homepage or at http://
genome.tugraz.at/Software/PathwayExplorer/Setup.html.

Input

As input, PathwayExplorer receives a common tab-delimited
text file containing expression profiles with the gene identifier
as first column, the gene name as an optional second column
and any experiment or time point data as further columns.
Possible gene identifiers for organisms using LocusLinks are
GenBank accession numbers, RefSeq IDs, UniGene IDs and
Gene Ontology IDs (e.g. see Table 1). For all other organisms,
systematic gene identifiers are possible. The RefSeq IDs are
used as the initial default gene identifier group, and this can be
changed later. The uploaded gene-expression data sets can be
stored in either a public or a login-requiring repository where
they can be modified or deleted again.

Calculations and visualization

An example for mapping a public data set from a yeast sporu-
lation study (18) is given in Figure 1. In order to map data sets
onto pathways, the user is requested to select the organism and
the data set to be mapped. The loaded data set remains in
the background as long as it has not been closed, and sub-
sequently every pathway which becomes opened is then auto-
matically mapped with this data set. To restrict the uploaded
data set to certain criteria before mapping (e.g. to use only
expression profiles of differentially expressed gene or pro-
teins), filter options can be applied: (i) to filter out expression
profiles with too many missing data points; (ii) to filter out
weakly expressed profiles (based on a certain standard devi-
ation threshold); and (iii) to filter out genes whose expression
values do not meet a certain threshold.

After filtering the data set, PathwayExplorer provides two
mapping options: (i) mapping the data set to a single path-
way by choosing one in the hierarchical tree or (ii) Mapping
the data set onto all available pathways at once. Option (ii)
generates a list (Figure 3), which ranks all mapped pathways
by their number of mapped genes and allows for sorting the
list based on different criteria, such as (a) pathway name;
(b) unique gene identifiers available in each pathway; (c) the
number of gene identifiers which has passed the filter criteria
and was mapped to the pathway; (d) the number of genes
which would have been mapped to the pathway if they had
passed the filter criteria; and (e) the right-tailed P-value of
a Fisher’s exact test (f) the false discovery rate (FDR) (19)
corrected Q-value.

With a right-tailed Fisher’s exact test, we test whether the
proportion of mapped genes within the set of differentially
expressed genes is significantly larger than the proportion of

Table 1. The number of unique gene identifiers (e.g. Homo sapiens) available

for mapping expression profiles in PathwayExplorer

Pathway
resource

No. of
pathways

Unique
RefSeq
accession
no.

Unique
GenBank
accession
no.

Unique
UniGene
accession
no.

Unique GO
accession no.

KEGG 120 4099 26589 2827 2561
BioCarta 311 2209 15889 1438 1671
GenMAPP 82 6374 38171 4527 2857
Sum 513 8947 55111 6276 3623

The table shows the sum of non-redundant accession numbers available.
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mapped genes that are not differentially expressed (see Table 2).
We use a Fisher’s exact test because the number of counts
might be smaller than five for any of the fields in the contin-
gency table. Multiple hypotheses correction (19) is needed to

control the number of false positives, since many hypotheses
are tested simultaneously.

The graphical visualization of the displayed pathway
image can be changed to the SVG view using the freely
available SVG Viewer plug-in from Adobe (http://www.
adobe.com). This enables on-line zooming of the pathway
graphic.

Output

PathwayExplorer provides graphical and textual output. It
generates a gene cluster for each mapped pathway, which
can be downloaded in the same tab-delimited text format
as the uploaded data set. Each mapped expression profile
can be displayed (Figure 2) by selecting the corresponding
box (Figure 1) on the pathway image. The generated ranking
list for all mapped pathways (Figure 3) can also be down-
loaded as tab-delimited text file and can be used for statistical
analyses.

Figure 1. PathwayExplorer example: a screenshot of a pathway mapped with expression data. (i) The toolbar frame (the row including the organism field) offers
various setup and visualization options. (ii) Hierarchical tree frame (on the left) enables browsing through all available pathway sections. (iii) The main frame (in the
center) displays the citrate cycle pathway extracted from KEGG, which mapped with a yeast sporulation data set with seven different time points (0, 0.5, 2, 5, 7, 8 and
11.5 h). The color-coded boxes represent mapped genes. If more than just one gene ID (e.g. RefSeq) matches to a box, each box is split up into several horizontal
elements. According to the number of experiments/time points (in this case seven time points), the boxes are split again into vertical columns which display
the expression level of each time point. To visualize a mapped expression profile in a different way, one has to choose the corresponding horizontal row of a box
(see Figure 2).

Table 2. 2 · 2 contingency table for the Fisher’s exact test

Genes that are
differentially
expressed
(passed the filter)

Gene that are
not differentially
expressed
(filtered out)

Mapped genes A B A+B
Unmapped genes C D C+D

A+C B+D Total number
of genes

The null hypothesis of the right-tailed Fisher’s exact test states that the
proportion of A/C is smaller or equal to the proportion of B/D. If the right-
tailed P-value is <5%, we reject the null hypothesis, which means that the
proportion of differentially expressed genes is significantly greater than
those that are not differentially expressed.

Nucleic Acids Research, 2005, Vol. 33, Web Server issue W635

http://www


Figure 3. (a) Shows the overall statistic of the filtered unique identifiers of the expression data set mapped on all pathways. (b) The ranking list of all mapped
pathways is also displayed and can be sorted by different criteria, allowing easy navigation through all pathways. By selecting the pathway of interest, the data set will
be automatically mapped on the pathway and the expression values will be displayed in a selectable and intuitive color code (see Figure 1). The last two columns
display the P-value and the FDR (19) corrected Q-value.

Figure 2. By selecting one row (if there are more than one) of a mapped gene box (Figure 1), the corresponding gene and expression profile information will be
displayed. To obtain additional information links to GenBank, Entrez and OMIM are provided. Only one mapped expression profile from the uploaded data set can be
displayed at once.
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A special feature is the PDF generator, which can be applied
for every single pathway, irrespective of whether the genes
were mapped to the pathway or not. This generator creates a
PDF document of the currently loaded pathway, which can be
downloaded or directly displayed in the user’s web browser.
If genes were mapped to the pathway, the PDF generator
additionally adds the expression profiles to the document.
In the case of human expression data sets, additional informa-
tion about each gene is directly extracted from the OMIM
(Online Mendelian Inheritance in Man) database. This feature
offers the user a special opportunity to get a quick and com-
prehensive overview of the current pathway plus detailed
information about each mapped gene. The graphical output
of PathwayExplorer can be directly downloaded in PNG or
SVG graphic format.

CONCLUSION

We have developed PathwayExplorer, a web server providing
comprehensive and facile mapping of gene or protein expres-
sion profiles. The profiles are simultaneously mapped onto the
major regulatory, metabolic and cellular pathways available
from the KEGG, BioCarta and GenMAPP pathway resources.
The server accepts expression data files in a tab-delimited text
format and generates high-resolution vector graphic images of
mapped pathways. It enables further very compact representa-
tions of expression profiles within all available pathways.
PathwayExplorer not only unifies the access to different path-
way resources, but also combines gene identifiers arbitrarily
selectable by the user.

PathwayExplorer is at present limited by common gene
identifiers, such as RefSeq, GenBank, Gene Ontology or
UniGene, but due to PathwayExplorer’s flexible design, future
requirements can be easily integrated. PathwayExplorer is thus
endowed with a wide range of functionality giving the user
multiple options to extract biological information in a com-
prehensive systematic and intuitive way. The online access-
ibility and the intuitive interface of PathwayExplorer should
make it a valuable tool for a broad range of users.
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Abstract
Background: The GOLD.db (Genomics of Lipid-Associated Disorders Database) was developed
to address the need for integrating disparate information on the function and properties of genes
and their products that are particularly relevant to the biology, diagnosis management, treatment,
and prevention of lipid-associated disorders.

Description: The GOLD.db http://gold.tugraz.at provides a reference for pathways and
information about the relevant genes and proteins in an efficiently organized way. The main focus
was to provide biological pathways with image maps and visual pathway information for lipid
metabolism and obesity-related research. This database provides also the possibility to map gene
expression data individually to each pathway. Gene expression at different experimental conditions
can be viewed sequentially in context of the pathway. Related large scale gene expression data sets
were provided and can be searched for specific genes to integrate information regarding their
expression levels in different studies and conditions. Analytic and data mining tools, reagents,
protocols, references, and links to relevant genomic resources were included in the database.
Finally, the usability of the database was demonstrated using an example about the regulation of
Pten mRNA during adipocyte differentiation in the context of relevant pathways.

Conclusions: The GOLD.db will be a valuable tool that allow researchers to efficiently analyze
patterns of gene expression and to display them in a variety of useful and informative ways, allowing
outside researchers to perform queries pertaining to gene expression results in the context of
biological processes and pathways.

Background
The excessive consumption of high calorie, high fat diets
and the adoption of a sedentary life style have made obes-
ity and atherosclerosis major health problems in Western
societies. In the USA, over 50% of the population are over-
weight (BMI > 25) and close to 25% are considered obese

(BMI > 30) [1,2]. As a consequence, a large fraction of the
population is at risk to develop a broad range of common,
life-threatening diseases including non-insulin dependent
diabetes, various hyperlipidemias, high blood pressure
and atherosclerosis. Vascular disease including coronary
heart disease and stroke is currently the major cause of
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death in the United States and in other industrialized
nations.

At the root of obesity and atherosclerosis is an excessive
deposition of neutral lipids. Adipose tissue accumulates
predominantly triglycerides, whereas macrophages along
the blood vessel wall mainly accumulate cholesterol and
cholesteryl esters. Accordingly, a detailed understanding
of the molecular mechanisms that govern the balance
between lipid deposition and mobilization is fundamen-
tally important for the prevention and improved treat-
ment of disease. In addition to the apparent
environmental components involved in the pathogenesis
of disorders related to lipid and energy metabolism, a
large number of studies have provided undisputed evi-
dence that susceptibility genes contribute around 50% of
the phenotype. These genes encode products involved in
the cellular uptake, synthesis, deposition and/or mobili-
zation of lipids. However, characterization of many if not
most of these genes and their products remains rudimen-
tary. Deficiencies in the current level of understanding
extend to key enzymes such as important triglyceride
hydrolases in adipose tissue [3] or cholesteryl ester hydro-
lases in macrophages, hormones, signal transduction
pathways, and the regulation of the transcription of rele-
vant genes.

While medical molecular biology traditionally associates
single genes and gene products with diseases, a growing
body of evidence suggests that several common disease
phenotypes arise from the delicate interaction of many
genes as well as gene-environment interactions. To eluci-
date the development of obesity and atherosclerosis, it
will be necessary to analyze patterns of gene expression
and relate them to various metabolic states. To discover
novel genes, processes and pathways that regulate lipid
deposition and mobilization, a departure from hypothe-
sis-driven research and turn to a discovery-driven
approach is necessary. The application of high-through-
put technologies and genome-based analysis will provide
the tools for the analysis of gene-gene and gene-environ-
ment interactions in a systematic and comprehensive
manner.

To facilitate genomic research we have initiated the devel-
opment of a system for storing, integrating, and analyzing
relevant data needed to decipher the molecular anatomy
of lipid associated disorders. In order to provide a refer-
ence for pathways and information of the relevant genes
and proteins in an efficiently organized way, we have cre-
ated the Genomics Of Lipid-Associated Disorders data-
base (GOLD.db). The GOLD.db integrates disparate
information on the function and properties of genes and
their protein products that are particularly relevant to the

biology, diagnosis management, treatment, and preven-
tion of lipid-associated disorders.

Construction and content
The main goal of the GOLD.db was to provide biological
pathways with image maps and visual pathway informa-
tion. For each element in the pathway, specific informa-
tion exists including structured information about a gene,
protein, function, literature, and links. The GOLD.db pro-
vides also the possibility to map gene expression data
individually to each pathway. Additionally, analytic and
data mining tools, reagents, protocols, references, and
links to relevant genomic resources were included in the
database.

The GOLD.db was implemented in Java technology [4].
Hence, the pathway editor, as well the web application are
platform independent. The web application of GOLD.db
is build in Java Servlets and JavaServer Pages technology
based on the Model-View-Controller Architecture [5]. For
the implementation, the freely available struts framework
[6] was used. This code can be easily deployed in any Serv-
let Container. We used the Servlet Container Tomcat (also
freely available at [7]) which is accessible from all web
browsers. Oracle 9i was used as database management
system. The interface between the Java and the Database
management system was established using Java database
connectivity (JDBC) 2.0. Therefore, migration to other
freely available DBMSs like mySQL can be easily done. For
additional storage and communication between the path-
way-editor components, the markup language XML con-
taining structured, human readable information, was
used. The provided pathways can be downloaded as Scal-
able Vector Graphics (SVG) [8], a standard for describing
two-dimensional graphics in XML, and can be visualized
in this format on the client side with the web browser
using a plug-in for SVG.

For tracking the repository of the reagents like clone
resources and libraries which can be used for microarray
studies, we have developed a relational database. Infor-
mation about the vector, the sequence and length of the
clone insert, primers for the PCR amplification, tissue,
organism, accession number, library, container, storage
information, date and person and access to other clone
bases (e.g. IMAGE Consortium) can be stored. Users of
the GOLD.db can list these clones and get all the informa-
tion about each available clone. With restricted access,
clone information or even clone lists can be uploaded and
selection lists can be created and deleted. The input mask
is designed in such way that the user can choose one of the
elements of the created selection lists.

In order to deal with the huge amount of data associated
with large scale studies and to perform sequence based
Page 2 of 6
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and microarray analysis, several bioinformatic tools were
integrated or can be downloaded. Sequence similarity
search against databases can be performed with BLAST
(Basic Local Alignment Search Tool) [9], FASTA [10] or
HMM (Hiden Markov Models) [11] on a 50 CPU Myrinet
Cluster. The sequence retrieval system SRS (LION Bio-
science AG, Heidelberg, Germany) was included to enable
rapid, easy and user friendly access to the large volumes of
diverse and heterogeneous data [12]. The latest version of
the PathwayEditor for the construction of biological path-
way diagrams can be downloaded. For microarray analy-
sis the platform independent JAVA tools ArrayNorm [13]
for normalization of microarray data and Genesis [14] for
clustering and analysis of large scale gene expression data-
sets were made available.

Utility and discussion
Pathways
In order to construct the biological pathways of interest,
we have developed a pathway editor [15] and an extended
version to map gene expression data (pathway mapper).
This drawing tool provides the possibility to draw ele-
ments – typically representing a gene as part of the path-
way – and the connection between those elements. The
benefit of this tool is that information can be appended to
each element via an input mask. This information can be
accessed by clicking on the corresponding element in the
image map within the pathway mapper or when saved
and uploaded via the web interface to the GOLD.db. To
design this pathway service as flexible as possible, features
are provided for the remove, up- and download of rele-
vant pathways (image maps) including the underlying
additional information of the elements. However, this
service is on a restricted basis to prohibit unauthorized
access. Since some pathways tend to become very detailed
an option to search for genes or gene accession number,
respectively, within the pathways was built in. The path-
way editor is executable as a standalone application and is
available from [16]. Currently annotated pathways are the
insulin signaling pathway, the IGF-1 pathway and the adi-
pogenesis regulatory network. Other pathways of lipid
metabolism will follow in the near future. Available
KEGG pathways can also be adapted with the pathway
editor based on the provided XML files [17] and uploaded
in the same way. All relevant KEGG pathways for different
organisms are provided. Moreover, pathways from Bio-
Carta were made available within the GOLD.db and
HTML files [18] were parsed to provide additional meta-
information of the pathway elements.

For each element in the pathways a specific information
field exists. The field includes structured information
about a gene, protein, function, literature, and links to
well-curated and annotated databases. Besides the gene
name and the symbol name – for human the HUGO sym-

bols and gene names and for mouse the MGI nomencla-
ture were used – RefSeq numbers for the transcript and the
protein as well as a link to SwissProt/UniProt and
LocusLink is available. For the elements of the KEGG
pathways a link to the provided enzyme or product infor-
mation was given. The description, localization and clas-
sification of the factors are entered by the annotator in
plain text and are accessed in the same format. The refer-
ences used to generate the content of the database entries
can be appended, including a link to the PubMed entry.
There is also the possibility to create a list of reference
entries for the pathway. If a clone for a specific gene is
available in the clone resources, the clone name will be
displayed automatically and a link with optional informa-
tion about this clone is provided.

Mapping of gene expression data sets to pathways
Through the integration of several types of biological
information deeper insights into the molecular mecha-
nisms and biological processes can be gained than just by
the analysis of one type of experimental results. In the
GOLD.db it is possible to map gene expression data (for
instance results of microarray studies) to the correspond-
ing elements of the available pathways similar to previous
efforts [19]. Either an individual or a provided gene
expression data set can be used to visualize the gene
expression at different experimental conditions sequen-
tially or all at once in the context of a pathway. If an ele-
ment (gene) of the pathway is included in the data set, the
related symbol in the image map is color coded according
to the relative gene expression or the log ratio in two color
microarray experiments, respectively.

As key for the mapped relation the RefSeq number [20] is
used. Hence, only those elements in the data set file are
mapped, where the RefSeq number in the data set is spec-
ified. For the KEGG pathways each element classified by
the enzyme classification number (EC) is virtually subdi-
vided into different corresponding RefSeq entries, since
one EC is represented by one or more RefSeq entries.

Curated gene expression data sets
Analysis of gene expression patterns in animal and cell
models for lipid-associated disorders will help to under-
stand the fundamental gene relations and regulatory
mechanisms responsible for the development of obesity
related diseases. The huge amount of data associated with
the analysis of large scale gene expression analysis raises
the demand of tools for storing, processing and retrieving
complex information. Although a number of studies have
been published and despite the requirements of some
journals to deposit microarray data in public databases
like GEO http://www.ncbi.nlm.nih.gov/geo/ or ArrayEx-
press http://www.ebi.ac.uk/arrayexpress/, it is still very
difficult for researchers to obtain the original data. Web
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sites with Supplementary information are not maintained
and/or not further developed. Hence, a database with a
large collection of curated datasets will be enormously
valuable for the community. Approaches to upload and
retrieve gene expression data were pursued within the
GOLD.db. Large scale gene expression data sets can be
uploaded in form of tab delimited text files (Stanford file
format) [21] as used for cluster analysis programs together
with additional information about the experimental con-
ditions and the citation for already published data sets.
Within those data sets the search for specific genes is pos-
sible to provide integrated visualization of gene expres-
sion levels in different studies and experimental
conditions.

Example for using GOLD.db: regulation of Pten during 
adipocyte differentiation
Recently, it was shown that insulin sensitivity, energy
expenditure, and thermogenesis were enhanced in adi-
pose-specific Pten-deficient (AdipoPten-KO) mice. Body
and adipose tissues weight in these mice were significantly
lower than those of control mice in spite of a larger food
intake [22]. We addressed the question how is the expres-
sion of the Pten gene regulated during adipocyte differen-
tiation in different models and experimental setups and in
which pathways is PTEN involved. The workflow for the
analysis is described in Figure 1. Pten (phosphatase and
tensin homolog deleted on chromosome 10) is known as
tumor suppressor gene and is a protein and lipid phos-

Various result tables from using GOLD.db to address the question  how is PTEN regulated during adipocyte differentiation (top left: result of search in SRS for phosphatase and tensin homolog; top right: pathways, in which PTEN is involved; bottom left: rel-ative  gene expression levels of PTEN in different datasets; bottom right: PTEN dependent cell cyle pathway with mapped gene expression levels)Figure 1
Various result tables from using GOLD.db to address the question  how is PTEN regulated during adipocyte differentiation (top 
left: result of search in SRS for phosphatase and tensin homolog; top right: pathways, in which PTEN is involved; bottom left: rel-
ative  gene expression levels of PTEN in different datasets; bottom right: PTEN dependent cell cyle pathway with mapped gene 
expression levels)
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phatase with the major substrate phosphatiylinositol
3,4,5-triphosphate (PIP3), as indicated in the annotated
insulin signaling pathway within the GOLD.db. In fact,
Pten regulates negatively the insulin signaling pathway in
3T3-L1 adipocytes [23].

During adipocyte differentiation cyclin dependent kinase
inhibitors, like p21 leads to a hypophosphorylation of the
Retinoblastoma protein (Rb) which allows binding to the
E2F transcription factor, causing cells to permanently exit
the cell cycle – a required step in adipocyte differentiation
called mitotic clonal expansion – before entering the ter-
minal differentiation state. pRb interacts physically with
adipogenic CCAAT/enhancer-binding proteins and posi-
tively regulates transactivation by C/EBPβ and therefore
plays a pivotal role in adipocyte differentiation [24,25].
Hence, since a) PTEN is expressed during adipogenesis
(Figure 1), b) is involved in the regulation of Rb [22], a
major player in adipogenesis, and c) is an important com-
ponent in cell cycle arrest and apoptosis (Figure 1), it can
be postulated that PTEN plays an important role in fat cell
development.

Thus, using recently identified key player for food intake
and weight control and using the GOLD.db, it is possible
to address relevant questions and generate testable
hypotheses on the molecular mechanisms of fat cell
development.

Conclusions
The vast quantity of gene expression data generated in
genomic studies presents a number of challenges for their
effective analysis and interpretation. In order to fully
understand the changes in expression that will be
observed, we must correlate these data with phenotype,
genotype, metabolism and other information including
the tissue distribution and time course expression data
gleaned from previous studies. The goal of our work was
the development of a specialized database and tools that
allow researchers to efficiently analyze patterns of gene
expression and to display them in a variety of useful and
informative ways, allowing outside researchers to perform
queries pertaining to gene expression results in the context
of biological processes and pathways. The uniqueness of
the GOLDdb database we have developed is threefold: 1)
the inclusion of annotated pathways, 2) the availability of
curated datasets and 3) the possibility to map experimen-
tal data on biological pathways. The upcoming challenges
will be to include data from functional analysis and pro-
teomics data, which will give us new opportunities in
understanding mechanisms of different applications and
lipid-associated disorders in particular.

Availability and requirements
The GOLD.db database should be cited with the present
publication as a reference. Access to GOLD.db is possible
through the world wide web at http://gold.tugraz.at. The
pathway editor and the clone tracker are available free of
charge to academic, government, and other nonprofit
institutions.
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