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Abstract

Purpose – The use of articles from scientific journals is an important part of research-based teaching
at universities. The selection of relevant work from among the increasing amount of scientific
literature can be problematic; the challenge is to find relevant recommendations, especially when the
related articles are not obviously linked. This paper seeks to discuss these issues.

Design/methodology/approach – This paper focuses on the analysis of user activity traces in
journals using the open source software “Open Journal Systems” (OJS). The research questions to what
extent end users follow a certain link structure given within OJS or immediately select the articles
according to their interests. In the latter case, the recorded data sets are used for creating further
recommendations. The analysis is based on an article matrix, displaying the usage frequency of
articles and their user selected successive articles within the OJS. Furthermore, the navigation paths
are analysed.

Findings – It was found that the users tend to follow a set navigation structure. Moreover, a hybrid
recommendation system for OJS is described, which uses content based filtering as the basic system
extended by the results of a collaborative filtering approach.

Originality/value – The paper presents two original contributions: the analysis of user path tracing
and a novel algorithm that allows smooth integration of new articles into the existing
recommendations, due to the fact that scientific journals are published in a frequent and regular
time sequence.

Keywords Algorithms, Open Journal System, Path analysis, Recommender system,
Reseach-based teaching, Web analytics

Paper type Research paper

Introduction and motivation for research
Scientific literature is an important knowledge source for research-based teaching
activities in universities (Handelsman et al., 2004; Holzinger, 2010, 2011). Established
engineering education is mostly deductive, i.e. the teacher starts with basics and
fundamentals, then moves to theories and consequently progresses to the applications
of those theories. Alternative teaching approaches are more inductive, e.g. topics are
introduced by presenting specific observations, case studies or problems and theories
are taught using examples or the students are assisted to discover them.
Student-centred and inductive teaching methods can be helpful in reaching such
goals (Motschnig-Pitrik and Holzinger, 2002; Prince and Felder, 2006).

For all these approaches, the recommendation of appropriate literature is a major
issue and Recommender Systems (RS) are an alternative method of presenting and
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recovering knowledge from various resources and therefore a further step towards
personalised e-learning systems (Khribi et al., 2009). In contrast to search engines,
which deliver results from a user query, RS are focused on delivering unexpected
results (Kim et al., 2004), which also support the pooling and sharing of information for
informal learning (Linton and Schaefer, 2000). They even try to create
recommendations for resources, whereas search engines are restricted in that regard
due to limitations in automatic content analysis.

In this paper we introduce an RS for an online journal system. We focus on the
analysis of user paths (the sequence of articles read by users known as user activity) at
first. The influence of an indexing structure such as the table of contents in the
navigation path is examined and visualised. We emphasise that the recorded data can
be misleading when applied in the recommendation algorithms, as they do not reflect
the interests of users appropriately. The analysis shows that users mainly follow the
existing table of contents. Based on this analysis we introduce a hybrid RS consisting
of a content-based technique and a collaborative filtering algorithm. The collaborative
filtering algorithm is based on the weighted user paths. We introduce a method to
reduce the undesirable effect of the navigation path (in our case a table of contents) so
that the proposed collaborative filtering algorithm can provide relevant serendipitous
and novel recommendations.

For our analysis a journal with an installation of Open Journal Systems (OJS) was
used. OJS (Willinsky, 2005) is a journal management and publishing program that
includes the possibility to generate peer reviews. To extend the functionality of OJS,
the possibility of plug-in development is offered. Consequently a RS can easily be
integrated and made available for all installations of OJS. The main indexing structure
is the list of articles of an issue of one particular journal.

Background and related work
There are different types of RS that vary in terms of the addressed domains and user
requirements. Content-based RS try to recommend items that are similar to those the
users have liked before. They rely on matching the users’ interests and preferences to
the attributes of the items (Mladenic, 1999). Similar items are those that have the same
attributes in common. For example in a movie recommendation application attributes
such as actors, genres and subjects can be taken into consideration for each movie.
Each item is described as a set of predefined attributes in a structured way. The
attributes can have a known set of values in this case. Some similarity measures such
as cosine similarity or machine learning algorithms can be used to learn the similar
items and the associated user profiles (Pazzani and Billsus, 2007; Amatriain et al.,
2011). In social tagging RS the user tagging activity is taken into account. Tags are
freely chosen keywords that are used by users to annotate and categorise the resources
within a social content sharing system. Szomszor et al. (2007) introduced a movie RS.
The algorithm used in their approach is based on the similarity between tags of a
movie and the tags of movies the user has already rated. Diederich and Iofciu (2006)
introduced a prototype that uses tag-based profiles to find and recommend people with
similar interests. Instead of using objects directly, they used the tags associated with
the objects to build the user’s profile and enhance a user’s current community of
practice.

To generate content-based recommendations for text-based resources such as
documents or articles, it is necessary to analyse and compare the textual contents.
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Many algorithms exist for automatic text analysis such as latent semantic analysis
(LSA) and term frequency/ inverse term frequency.

LSA (Landauer et al., 1998; Hofmann, 2001; Kreuzthaler et al., 2011; Evangelopoulos
et al., 2012) uses a singular value decomposition to reduce the dimensions of the
word-document matrix and remove the sparsity of the matrix (Deerwester et al., 1990).
This form of content analysis tries to identify concepts, in such a way that text
documents can be compared beyond the analysis of term frequencies such as used in
the term frequency/ inverse term frequency method (Ramos, 2003). To reduce the size
of the word-document matrix, a pre-processing step with the use of some standard
natural language processing operations such as tokenisation, stop-words removal and
stemming algorithms (Baeza-Yates and Ribeiro-Neto, 1999; Porter, 1980; Snowball,
2011) can be introduced.

For dynamic multimedia resources including music, images and movies there are no
appropriate algorithms for automatic content analysis so far (Yoo et al., 2004). To
create recommendations for such dynamic resources, additional information is
required such as metadata or a tagging system. However, such media should not be
selected randomly, but by using learners’ previous knowledge and expertise (Holzinger
et al., 2008). Therefore both approaches have the disadvantage of requiring careful
manual editing (Lops et al., 2011).

Consequently there is an urgent need for algorithms to recommend resources without
knowing the content of the previously recommended items. Such algorithms, referred to
as collaborative filtering (Schafer et al., 2007) or people-to-people correlation (Schafer et al.,
2001), use the implicit data generated from the user’s interaction with the resources and
comparison with other users. The main idea is: if there are users who use similar items
compared to the test-user, then there is a high probability that the test-user is interested in
the items consumed by their neighbours (Desrosiers and Karypis, 2011). Another
prediction task performed by a recommender system is the rating prediction (Liu et al.,
2011). Here the system analyses the ratings among the users to predict how the test-user
will rate a new item. Explicit data can be used to perform this task, for example ranking a
resource by a user. It is possible to use implicit data, such as the time a user has spent on
an article; however this data cannot be treated as equally reliable as explicit data
(Adomavicius and Tuzhilin, 2005). Lemire and Maclachlan (2005) introduced a
collaborative filtering item-to-item recommendation technique that predicts ratings for
items using a model-based scheme. This approach takes the number of ratings to perform
a weighted prediction. Niemann et al. (2010) introduced a new technique of similarity
calculations for item-based collaborative filtering. In their paper they stated the
hypothesis that similarity of usage indicates content similarity. To prove their hypothesis
they monitored the usage of learning objects and based on that created the usage context
profiles for the objects.

Content-based RS have some assets and drawbacks when compared to RS based on
collaborative filtering algorithms (Lops et al., 2011). They are user independent in the
sense that they rely solely on the similarities between items, whereas collaborative
filtering methods need to find the users who have the same taste as the active user
(nearest neighbours). By the same token, collaborative filtering RS suffer from the
so-called cold-start problem: they fail to consider new items for recommendations, as
users have not rated new items previously. Content-based algorithms tend to give
recommendations with a low degree of novelty (Herlocker et al., 2004). This problem,
referred to as the serendipity problem (Beale, 2007), or over-specialisation, causes the
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RS to recommend items that are too similar to the ones the user has already rated.
Hence, it prevents the RS from giving surprising and serendipitous recommendations.

To improve the expected results not only in terms of accuracy (Adomavicius and
Tuzhilin, 2005) but also in terms of serendipity (Beale, 2007) and novelty (Herlocker
et al., 2004) the underlying algorithms can be combined to form hybrid systems (Burke,
2007). This leads to different forms of hybrid systems such as “switching” (using
system one or system two dependent on a computed threshold), or “cascading” (the
systems are ordered like a cascade, and a secondary system improves the results of a
primary system) (Burke, 2005).

As in any field, such as e-commerce, there is also a need for RS in the e-learning
domain. There have been some studies on RS to support recommendation of learning
resources (Manouselis et al., 2011). Nadolski et al. (2009) created an environment to
simulate different combinations of hybrid RS for informal learning networks. They
compared different algorithms with regard to the impact on learners. Manouselis et al.
(2007) introduced a neighbourhood-based collaborative algorithm approach to support
recommendation of learning objects. They considered multi-dimensional ratings of
learning resources provided by the users for the recommendation. Tang and McCalla
(2004, 2005) proposed an evolving e-learning system that is used for sharing research
papers among university students. They applied a hybrid RS using tags and user
ratings. They clustered learners into groups of learners with similar interests and then
used classic collaborative filtering techniques to identify learners with similar interests
in each individual cluster.

The hybrid RS proposed in this paper consists of a content-based technique as the
primary system, thus avoiding the cold-start problem. A collaborative filtering
approach is used as the secondary system that extends the results from the primary
system according to pre-defined criteria. The collaborative approach used in our RS is
based on the weighted user paths.

User path tracing
One of the available online resources (L3t, 2011) provides a specific RS with the data for
the analysis of user behaviour concerning the use of articles. L3T focuses on e-learning
and has been issued as an online book consisting of 48 articles written by 115 authors
and is an open educational resource. The data for the analysis was gathered with Piwik
Web Analytics (Piwik, 2011), an open source tool for monitoring user actions within a
web application (Marek, 2011). At the time of our data analysis (mid-2011), there were
about 40,000 visits and 180,000 actions stored in the Piwik database. In our case the
points of interest are the documents read by the users, each identified by a unique ID.
For instance the first article in the table of contents (TOC) has the internal ID number
89 (see Table I).

A path is referred to as a sequence of articles read by the user. “Read by the user”
implies that the user has downloaded the complete article and not only looked at the
abstract. The shortest possible path contains two elements, for example 89 ) 88. This
means that the user first downloaded article 89 and then article 88.

The idea behind the analysis of user paths was to find out whether users browse the
OJS L3T according to a specific interest in particular topics or in the order of the TOC
given by the journal. If a new user starts to read some articles he/she might follow an
existing recommended path and items recorded on this path would probably be
interesting for this user.

Open Journal
Systems

675

D
ow

nl
oa

de
d 

by
 T

E
C

H
N

IS
C

H
E

 U
N

IV
E

R
SI

T
A

E
T

 G
R

A
Z

 A
t 1

0:
08

 1
9 

Ja
nu

ar
y 

20
15

 (
PT

)



Article matrix
The first analysis of the extracted data aimed to determine the frequencies of any
successive article. One article was chosen and all frequencies for each successive article
were noted. This was done for every article, resulting in an article matrix (see Table I).
All articles are treated as independent from the articles read before. The idea was to
investigate whether some articles were more likely to be selected next.

The article matrix stores the current article in the row and the frequency for each
following article in the columns. As an example, consider article 89. The algorithm
counts all articles that are read after article 89 and computes their frequencies.

Table I shows a part of the resulting article matrix. Each row is the label of one
particular article. The rows are in the same order as the TOC. The number in the
columns represents the frequencies, how often the document in the column is accessed
after reading the document in this row. For example look at row 6 with the label 41. All
frequencies for the next articles are very low. The article which follows next according
to the TOC is article 44. Its column has a value of 0.70, which indicates that 70 per cent
of the articles that were read after article 41 had the label 44.

In the whole matrix the highest values are noted along the diagonal of the matrix
and range from about 50 per cent to 70 per cent. Due to the fact that the article labels
describing rows and columns of the matrix are in the same order as the TOC, these
high values along the diagonal mean that the TOC has a very strong influence on the
decisions of users as to which article will be read next. The values beside the diagonal
are very low and almost distributed equally. Hence in the next step, the frequencies of
the TOC are removed. Articles that follow next in the TOC are ignored and marked
with the label TOC (see Table II).

The highest values now range up to 30 per cent and are again grouped around the
diagonal. For example row 2 with the label 88 has 29 per cent in column 1 (label 89
marked in italic in Table II), which stands for the article back in the TOC. Column 3
with the label 49 is skipped (TOC) since it marks the successor in the TOC. Column 4
with the label 73 still reaches 13 per cent (marked in italics in Table II). The matrix
again shows the influence of an indexing structure on the behaviour of users, for the
successive articles are more likely to be selected out of the surrounding area of the
current article in the TOC.

Path analysis
The next idea was to track the users’ paths through the journal and store the extracted
paths in a path database. In contrast to the article matrix, the articles are not

Label (TOC) 89 (1) 88 (2) 49 (3) 73 (4) 54 (5) 41 (6) 44 (7) 38 (8) 71 (9)

89 (1) 0.62 0.09 0.03 0.02 0.02 0.00 0.01 0.01
88 (2) 0.13 0.55 0.06 0.04 0.03 0.00 0.04 0.00
49 (3) 0.08 0.07 0.53 0.04 0.05 0.01 0.04 0.01
73 (4) 0.03 0.03 0.04 0.71 0.04 0.01 0.04 0.00
54 (5) 0.03 0.02 0.02 0.03 0.64 0.02 0.05 0.01
41 (6) 0.02 0.02 0.01 0.01 0.03 0.70 0.09 0.00
44 (7) 0.01 0.00 0.04 0.75 0.05
38 (8) 0.02 0.01 0.02 0.00 0.01 0.01 0.03 0.52
71 (9) 0.02 0.01 0.00 0.01 0.02 0.02

Table I.
Article matrix showing
the influence of the TOC
on the sequence of read
articles
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independent in this case. If a new user follows a known path, some items on this or
similar paths can be recommended. Each unique path is treated as one specific case.
The treatment of recommendations as cases is described by Lorenzi and Ricci (2005) in
detail.

To extract the paths from the Piwik dataset, the matrix algorithm was modified to
create some path structure. Through this algorithm about 1,700 paths were discovered
within the dataset gathered by the Piwik logging tool.

Figure 1 shows an example of the stored user paths.
The first row notes the path that is already traced, in this case 49j73j i.e. path

49 ) 73. All paths that start with article 49 and go on with article 73 are examined.
Next to this path, the article numbers to select the next article are listed. In the main
frame, the statistical analysis of the examined paths is performed. All possible article
numbers that follow the selected path in the database are listed in the square brackets.
Additionally, the frequency of occurrence is shown. For example in Figure 1 article 54
has the highest frequency of occurrence. Seven out of 14 different paths have the form
49 ) 73 ) 54.
A formal description of this line can be expressed as follows:

½ID of next article� : #occurrence of #unique paths ðpercentageÞ#total paths:

The paths that do not continue are not displayed in the list. This can be noticed when
the occurrences are summed up. In our example the paths which consist only of the
articles 49 and 73 are not displayed, and the sum of the unique paths displayed is 13.
The considered path consists of the first three articles: 89 ) 88 ) 49. The successive
article with the highest frequency is number 73 (about 80 per cent) and it is the

Label (TOC) 89 (1) 88 (2) 49 (3) 73 (4) 54 (5) 41 (6) 44 (7) 38 (8) 71 (9)

89 (1) TOC 0.24 0.08 0.06 0.05 0.01 0.02 0.02
88 (2) 0.29 TOC 0.13 0.08 0.07 0.01 0.08 0.01
49 (3) 0.16 0.15 TOC 0.09 0.10 0.03 0.09 0.01
73 (4) 0.10 0.09 0.15 TOC 0.14 0.05 0.15 0.02
54 (5) 0.10 0.06 0.05 0.08 TOC 0.05 0.13 0.02
41 (6) 0.06 0.06 0.04 0.05 0.09 TOC 0.31 0.02
44 (7) 0.04 0.01 0.17 TOC 0.18
38 (8) 0.04 0.02 0.04 0.01 0.03 0.03 0.06 TOC
71 (9) 0.09 0.03 0.01 0.03 0.09 0.11

Table II.
Article matrix without

considering the frequency
of TOC

Figure 1.
Tracing paths of article 49

followed by article 73
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successive article in the TOC. Additionally in this case the total amount of paths (175)
is different from the unique amount (111). It implies that there are some identical paths,
in that different users have taken the same path (starting with 89 ) 88 ) 49 ) 73). It
seems logical that along the TOC the probability that users follow the same path is
much higher.

Graphical analyses
In Figure 2 a comparison of all unique paths with their starting documents can be
observed. The first three articles reach the highest values. These are the documents
from where the most paths start. Articles which are situated lower in the TOC are less
likely to be the beginning of a user path.

Figure 3 shows the comparison of the absolute path lengths: the number of
documents read by the user when starting from one particular article. The very high
value of the first article can be explained by the fact that there are a lot of paths which
start from the first article of the TOC. Hence, these paths have a high average length
(Figure 4). Furthermore, many users took the same path. As a result the first article in
the TOC reaches an enormous value.

The comparison of the average length of the paths (the number of all read
documents of all paths, starting from one particular article, divided by the number of
all paths starting from that article) shows again a strong first article. Additionally, it
can be seen that documents which are located lower in the TOC can generate some
paths with a good average length. However, this has to be compared to Figure 5 where
the total numbers of paths are listed.

Figure 6 shows the comparison of the total amount of paths starting from a
particular article. In contrast to Figure 3, here all paths are counted (not only the unique
ones). The Figures are not particularly different because articles placed lower in the
TOC are less likely to generate identical paths. The first few articles are the most
frequent beginnings for identical paths.

The recommendation system
As the analysis shows, it is necessary to generate recommendations which differ from
an existing path order such as a TOC. Every RS that relies merely on the navigation
paths cannot produce surprising recommendations in OJS as the behaviour of the users
is influenced by the sequence defined in the TOC. The analysis of user paths can be
helpful for developing an RS but it is important not to follow an existing structure.
Datasets regarding users’ navigation paths on OJS can be seen as additional resources
for an RS. To use a collaborative filtering approach (Herlocker et al., 2004; Desrosiers
and Karypis, 2011), it is necessary to identify the users and build clusters, so that a new
user can be compared and added to. Such a system would not work for new incoming
users because users can only be added to a neighbourhood if they have already read
some common articles. Another problem is the identification of the users in OJS.
Normally no user account is needed to read an article in an OJS. Hence, the
identification has to be performed in different ways, such as cookies. This can lead to
imprecise collaborative filtering, as the users may not be identified correctly.

This fact underlines that the RS should not base its algorithms totally on a
collaborative filtering approach. The primary RS for OJS can work with a content
based filtering approach (Adomavicius and Tuzhilin, 2005) based on the abstract texts
of the articles. To create better recommendations a secondary system can be
implemented based on a collaborative filtering algorithm using clustering and the
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Figure 2.
Comparison of unique

paths
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Figure 3.
Comparison of total
lengths
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Figure 4.
Comparison of average

lengths
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Figure 5.
Comparison of total paths
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recorded user paths. This secondary system can improve the results obtained by the
primary system.

Primary system: content based filtering
To generate recommendations without considering user behaviour, it is necessary to
compare the content of the articles. One basic concept is “tagging” where the author(s)
of an article add keywords describing the content or the categories that the article
belongs to. Tagging depends strongly on the accuracy of the editor to enter meaningful
tags. If every article in an e-learning journal is tagged with the term “e-learning”, it will
not be very helpful for finding related articles. This leads to the need for additional
tools to find the similarity between articles, using some form of automatic content
analysis such as LSA.

LSA is used to identify the concepts of the abstract texts. Stemming is used as a
pre-processing step to reduce the size of the word-document matrix used in LSA.

By combining tagging and the use of stemming as well as LSA on the abstracts of
the articles in OJS, basic recommendations can be created. Better results can be
achieved if the whole article is analysed instead of just the abstract texts. In case of the
RS for OJS, we considered only the abstract text to reduce the computation time and
hence the overall server load.

Secondary system: collaborative filtering
To implement the secondary system, which uses a collaborative filtering approach, it is
necessary to identify the users. It is possible to read the articles without being
registered in OJS. As a consequence the identification of a user has to be done through
cookies or by other means, for instance the user’s static IP address.

The system records the user’s path by storing each visited page as a path record,
which consists of the path, the document-label and the position in the path.

Recommendations can be created by examining similar paths and recommending
items that lie ahead on a similar path. Better results can be achieved by grouping the
users according to the articles they have read and forming user groups. For this task it
is necessary to store the documents read by each user in a user-document table. Users
who have selected similar articles will have a better chance of producing paths that will
meet the interests of the other members of their groups. This can be realised by a
periodic clustering algorithm, such as nearest neighbour clustering (Kim and Yang,

Figure 6.
Path tracing including

weights
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2005). User groups are created in the background and the existing users are added to
the created groups. Then the algorithm can select the paths for creating
recommendations out of the paths which are related to a group of users.

As seen in the analysis of user paths it is necessary to treat frequent paths in a
special way, especially if they represent an existing link structure like the TOC.
Concerning the view of a collaborative recommender system this means that the
elements of such a path do not represent the interests of the user. According to this
observation similar paths do not represent similar taste and as a consequence articles
in such paths cannot provide a reliable basis for the computation of user similarity.

A method to measure the relevance of a path is the computation of a specific weight
for each path. The goal is to punish paths which follow a given link structure; in the
case of the investigated system L3T, this is the TOC. The found relations with the
highest frequencies are stored in a separate table and used for punishing paths which
include some of these relations. A relation is defined as articleA ) articleB; this means
articleB is succeeding articleA. Additionally, the inverse direction articleB ) articleA
is added to create bi-directional relations. Within the dataset used in this paper, these
relations represent the TOC, as the highest frequencies follow the TOC (Figure 1).

For each path, each article pair of the path is compared against the relation table
and the found relations are counted and divided by the length of the path. Thus it is
possible to find even small parts of a certain path which are identical to an existing link
structure like the TOC. The punishing term for a complete path is computed as follows:

Ptp ¼ 1 2
#relationsInPath

path_length

The frequency of a specific path plays an important role. It is not expedient that
frequent paths be recommended because if they become even more frequent, a point
can be reached where they will always be recommended. So a high frequency finally
ranks down the path in the recommendation algorithm:

weightp ¼ ptp
* 1

path_frequency

The weight of a path is formed by dividing the punishing term of the path (ptp) by the
frequency of the path. The maximum weight an article can achieve is 1. A weight less
than 1 indicates that it must contain parts of a given structure or it must occur more
than once or in both cases. This computation is a weakness of this algorithm, as paths
that exist only once are rated better than similar paths, which exist for example three
times. The adjustment of the weight of each path by the frequency of the path so that
high frequency paths are filtered out must be examined in future work.

This algorithm was implemented within the tracing application to demonstrate the
recommendation of articles based on the user traces. Even after following a long path
49 ) 73 ! 54 ) 41 ) 44 ) 38 the system tries to leave the strongest path (which is
the TOC). For example the computation for Trace-ID 711:

#relations in path ¼ 6; (49 ) 73, 73 ) 54, 54 ) 41, 41 ) 44, 44 ) 38, 39 ) 57);

Length ¼ 12;

6/12 ¼ 0.5;
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Cardinality ¼ 1;

0.5 *1/1 ¼ 0.5

The next article according to the TOC is number 71. All with this article number
succeeding the current path have a low weight. Paths which are different from the TOC
are more likely to be recommended. The paths do not reach high weights because they
contain many relations from the TOC.

RS for OJS: a hybrid system
To overcome the limitations of the content based and collaborative filtering
approaches, a hybrid system combines the results of the primary and the secondary
system. The primary system with the content-based approach has the benefit of being
able to produce results regardless of the amount of data concerning the user’s paths;
these are the basic recommendations and must always be present in the final set. If
there are enough data to form user groups and if the current user has read enough
articles to be linked to a group, the secondary system starts with the generation of
recommendations by creating user groups and investigating the paths linked to the
users of such groups. These items are used to extend or replace some of the results of
the primary system.

If the secondary system finds some recommendations, some articles can be replaced
from the set obtained by the primary system. Criteria for replacement are: the user has
already read an article found by the primary system, or the similarity value of an
article found by the primary system is below a specific threshold. Some results from
the secondary system should always be displayed (if available), as a collaborative
filtering system is more likely to produce surprising results than a system with a
content-based filtering approach (Desrosiers and Karypis, 2011). A proposal for
displaying a final result set is using m ¼ 3 elements of the content based filtering
system and n ¼ 2 elements of the collaborative system:

SETrecommendations ¼ mResultcontent based þ nResultcollaborative

The question of how many of the results of the two systems should be displayed must
be investigated by a field study by using different settings of weighting the two
systems and comparing the results with some test users who rate the received
recommendations.

Evaluation of RS for OJS
To qualify an algorithm, it is necessary to investigate the algorithm in terms of
usefulness and relevance of its results. For this purpose a second algorithm was
implemented which works with conditional probabilities. Using the article matrix
(Figure 1), the computation of the conditional probabilities was done by using the
Bayesian Theorem (Bretthorst, 1990):

P BjA
� �

¼
P B> Að Þ

PðAÞ
¼

P AjB
� �

*PðBÞ

PðAÞ

In the case of articles, this equation computes the probability that a user reads article B
after reading article A. Additionally, a mind map was manually made to visualise the
relevance of the articles to each other. It was used as a reference to measure the values
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of precision and recall (Manning et al., 2008). In the context of RS the precision is the
fraction of recommended articles that are relevant to the actual article. Recall is the
fraction of relevant articles that have been recommended by the RS.

To perform a valid system quality check, k-fold cross-validation was used (Kohavi,
1995). One of the most used types of this method is the 10-fold cross-validation that
was applied to our test system.

In addition to the precision and recall measures, a third measurement value was
introduced: the hit ratio. The hit ratio was computed by comparing the
recommendations with the next article selected by the user. If the next article is in
the set of recommended articles, it is considered a hit. The number of “hits” divided by
the number of created recommendations is called the hit ratio ( Jin et al., 2005). Both
algorithms were tested through the iterations and the values for precision and recall for
each algorithm were computed and compared.

Validation results
For each of the two algorithms, the 10-fold cross-validation process was performed.
Each validation step was performed three times with input data of different path
lengths. The experiments demonstrated that paths containing more than five articles
produce good results. If the paths used for analysis are shorter, too many possibilities
exist and the quality of the predictions worsens. For the tests, different path lengths
were used: 6 to 10, 6 to 20 and 6 to 50. These paths were read from the input data set
and simulate the users’ actions.

In Table III all tests are noted. One recommendation is defined as six recommended
articles generated for the current article. The recommendations created in the smaller
borders (e.g. L , 10) are included in the higher ones (e.g. L , 20). Overall, 13,547
recommendations were generated and analysed. To demonstrate the effect of the path
length, each step of the cross-validation was performed within the three borders and
evaluated for each border. The average results for precision are shown in Table IV, and
the average results for recall in Table V. Our algorithm is called “Traces” in both tables
and the algorithm with conditional probabilities is named “WSK”.

The comparison of the precision values of the two algorithms shows a better value
of 7 per cent for the “WSK” because it can always give a recommendation when a
relation between the articles exists. In contrast our “Traces” algorithm works
differently. It searches for existing paths in the database. If no identical or similar path

#Test L , 10 L , 20 L , 50

1 170 492 1,969
2 184 477 1,506
3 143 373 1,001
4 174 405 975
5 97 243 879
6 124 361 787
7 111 188 526
8 86 194 571
9 109 270 516

10 90 160 366
Sum 1,288 3,163 9,096

Table III.
Test results showing six
recommended articles
generated for a current
article
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is found, the results from content based filtering are recommended. These results rely
only on the abstract texts of the articles. The average recall values (see Table V) are
smaller than the average precision values because more relevant items exist than the
maximum number of recommended articles in one recommendation, namely six. The
difference between the two algorithms concerning recall is only about 4 per cent.

The longer a path becomes, the more it might follow an existing structure and the
more it will differ from the expert mind map. As a consequence the values for precision
and recall decrease if the path length increases. In contrast the percentage of the hit
ratio increases with the path length. Short paths are harder to predict, as they diverge
more than longer paths, which tend to follow an existing link structure. There are only
a few long paths stored in the database and so the prediction will become very accurate
for paths that follow this stored path. The number of recommended articles for one
recommendation also has a big influence on the hit ratio.

Considering the frequency-percentage of recommendations for each individual
article and how long ago the articles were published, we could observe that the old
articles, which were not read, or accessed recently, were recommended with less
frequency by WSK than our approach.

This analysis has shown that an algorithm which works with weighted user
generated paths can produce relevant results. The algorithm tries to produce
recommendations which differ from an existing link structure and which better reflect
a user’s interests.

Conclusion
Our analysis of the user paths has shown that the users of the investigated system follow
an existing link structure such as the TOC. This was performed with three tools: first an
article matrix was built to observe the successive frequencies of each article, second an
application to follow a user’s path was created and third a graphical analysis of the
gathered data of all paths was made. The article matrix showed the huge influence of the
TOC. Additionally, this matrix can be used to identify the dominating link structure,
because the successive articles with the highest frequencies are obvious. By analysing
the users’ paths the importance of the TOC was noticed again. The application with the
ability to follow a user’s path revealed that it is difficult to leave the strongest path, as it
has such an enormous frequency. As a consequence it can be difficult for an RS to
recommend articles away from this path, if based on such path data.

Precision (WSK) Precision (traces)

T , 10 0.42787 0.34364
T , 20 0.41939 0.33623
T , 50 0.39552 0.32961

Table IV.
Average test results:

precision values

Recall (WSK) Recall (traces)

T , 10 0.24742 0.20515
T , 20 0.24406 0.20409
T , 50 0.23882 0.20517

Table V.
Average test results:

recall values
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Duringthegraphicalanalysismore informationabout thestructureanddistributionof
user paths in the system was illustrated: the dominance of the first articles in the TOC in
terms of average path length, total path length and amount of paths starting from these
articles was shown. This leads to the consequence that an existing link structure has to be
taken into account when designing an RS using user paths. Such an RS suffers from the
tendency to create recommendations identical to the strongest path (for example the
TOC). To create useful recommendations this effect must be reduced by identifying and
removing such misleading paths from the process of recommendation generating. Based
on this analysis a combination of content based and collaborative filtering approaches
was used to build a recommender algorithm for the articles within OJS.

The length of the paths plays a remarkable role in the results of the
recommendation: the shorter the paths are, the more frequently they appear in the
data set. For the sake of a realistic recommendation, a minimum path length must be
taken into consideration. Our experiments demonstrate that paths containing more
than five articles produce good results. If the paths used for the analysis are shorter,
there are too many possibilities and the quality of the predictions decreases.

To validate the applied algorithm and ensure that it covers all the requirements
within OJS, another approach was taken into consideration. The validation algorithm
based on the well-known conditional probabilities was applied to all existing paths.
Both algorithms resulted in approximately the same recall and precision. The
validation algorithm resulted in slightly better values than our approach, however, the
old articles that were not read or accessed recently were recommended with less
probability than by our approach. In other words our algorithm considers the relevant
articles independent of when they were published, whilst the validation algorithm
would not meet our requirements in OJS (recommending all relevant articles, including
the very old ones). This advantage could be of enormous interest for systems with the
same requirements.
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