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Kurzfassung 

 

Das Ultraschall-Puls-Doppler Verfahren zur nicht-invasiven Messung von Geschwindigkeits-

profilen stellt eine der neuesten Entwicklungen im wasserbaulichen Versuchswesen dar. Das 

Verfahren gestattet die unmittelbare Messung der Geschwindigkeit an einer Vielzahl von 

Punkten innerhalb des Schallkegels, wodurch sowohl eine räumliche als auch eine zeitliche 

Erfassung der zu untersuchenden Strömung möglich wird. Herkömmliche Instrumente müs-

sen dagegen aufgrund ihrer punktförmigen Messung immer wieder neu positioniert werden, 

um ein komplettes Geschwindigkeitsprofil aufzunehmen. 

Mit dem Erwerb des UVP-Monitor XW-3-PSi der Firma Met-Flow steht dieses Verfahren im 

Hermann-Grengg Laboratorium der Technischen Universität Graz zur Verfügung. Mit diesem 

Gerät wurden neben der Messung von Geschwindigkeitsprofilen in voll durchströmten Rohr-

leitungen und in offenen Gerinnen auch Wasserstandsmessungen durchgeführt. Die vorlie-

gende Arbeit präsentiert die durchgeführten Versuche, widmet sich aber auch ausführlichst 

der Erzeugung und Ausbreitung von Ultraschall sowie der Messmethodik.  

Versuche an Plexiglas-Rohren verschiedenen Durchmessers bestätigen die Eignung des UVP-

Monitors zur berührungslosen Geschwindigkeitsmessung. Die Untersuchungen am offenen 

Gerinne werden indessen durch Reflexionen der Ultraschallwellen an der Wasseroberfläche 

und der Gerinnesohle beeinträchtigt. Die gleichzeitige Messung der Geschwindigkeitsprofile 

und der Wasserstände konnte zur Zeit noch nicht zufrieden stellend verwirklicht werden. 

 

Schlagwörter:  

Ultraschall-Puls-Doppler Verfahren; Geschwindigkeitsmessung; Wasserbauliches Versuchs-

wesen; UVP-Monitor; Rohrhydraulik; Gerinnehydraulik; Wasserstandsmessung 
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Abstract 

 

Velocity measurements provide the fundamental data on which hydraulic analysis and design 

is based. The ultrasound-pulse-Doppler method for the non-intrusive measurement of entire 

velocity profiles is one of the latest advances in fluid engineering. In contrast to conventional 

measurement techniques, where the measurement apparatus has to be moved to detect a com-

plete velocity profile, the ultrasound-pulse-Doppler method offers instantaneous results, 

thereby allowing calculation of flow as a function of both space and time. 

An ultrasound-pulse-Doppler device, the UVP-Monitor model XW-3-PSi from Met-Flow, 

was recently acquired by the Hermann-Grengg Laboratories. This thesis reports on the results 

of employing the UVP-Monitor in the studies of both pipe flow and open channel flow. A 

broad review of the generation and propagation of ultrasound is given, followed by a detailed 

description of the measurement technique and the experiments performed to test the technique 

in practical application. 

Measurements conducted on Plexiglas pipes of various diameters demonstrate the ability of 

the UVP-Monitor to investigate pipe flow non-intrusively. The study of open channel flow, 

however, is found to be affected by multiple ultrasound reflections between the free surface 

and the bottom of the channel. Attempts to measure surface level and flow velocities simulta-

neously show less promising results, but improvements may be made in the future. 

 

Keywords:  

Ultrasound-pulse-Doppler method; Velocity measurement; Experimental hydraulics; 

UVP-Monitor; Pipe flow; Open channel flow; Surface level measurement 
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1 Introduction 

Due to their complexity, many problems in the field of hydraulics still defy complete theoreti-

cal analysis, even with modern computing facilities. A combination of past experience, theory 

and dimensional analysis will provide partial or complete solutions to a number of problems. 

However, there still remain many problems that are tractable only through experimentation, 

for example the design of complex hydraulic structures. A qualified researcher is able to use 

the results from experiments to predict conditions on a full-scale prototype. Furthermore, 

model tests are essential to validate the results of numerical simulations. 

Hydraulic testing at the Graz University of Technology started as early as the turn of the cen-

tury and is closely associated with Philipp Forchheimer and Armin Schoklitsch. In 1964 on 

the initiative of Hermann Grengg, a modern laboratory was built, which now bears his name. 

Since 1998, Prof. Roman Klasinc has taken on the leadership of the laboratory. Today, the 

laboratory staff provides hydraulic analysis and testing through physical modeling, computer 

modeling, field investigations, and analytical studies. More than 300 model tests have been 

carried out for projects throughout Austria and abroad, as well as for basic research purposes. 

 

 

Figure  1-1: Main testing floor at the Hermann-Grengg Laboratories Graz. 

The facilities at the Hermann-Grengg Laboratories include an indoor testing hall with about 

1,100 m² floor space for scale models, a 70 m³ overhead reservoir, and supporting mechanical 

and electrical workshops. A pump station with a capacity of 1000 l/s supplies the testing floor 

through an automated flow delivery and measurement system. 
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1.1 Thesis Motive 

In model testing, measurements of various quantities such as pressure, velocity and viscosity 

are an essential part of analysis and operational control. For the measurement of velocity, a 

multitude of methods and devices has been developed over the years. The ultrasound-pulse-

Doppler technique for velocity profile measurements represents a modern measurement 

method that is able to obtain complete velocity profiles as a function of time. A device pro-

viding this measurement technique, the UVP-Monitor, was recently acquired by the 

Hermann-Grengg Laboratories Graz. The author was one of the first who was given the op-

portunity to gain practical experience with this instrument. He then decided to study the 

measurement technique in more detail to provide a helpful guidance for other users of the 

ultrasound-pulse-Doppler method in the field of experimental hydraulics. 

1.2 Research Objectives 

The main purpose of this thesis is to summarize the principles of ultrasonic velocity profile 

measurements. Included in this thesis are results from laboratory experiments investigating 

flow through pipes and free-surface flow. Particular emphasis in this research has been placed 

on the authentic understanding and clear presentation of the measurement technique. Addi-

tionally, the thesis should promote the exchange of information and experience with research-

ers and scientists in hydraulic laboratories and other relevant fields where ultrasonic velocity 

profile measurements may be conducted. 

1.3 Tasks Completed 

All parts of this thesis were completed at the Hermann-Grengg Laboratories Graz. The author 

attained practical experience with ultrasonic velocity profile measurements while investigat-

ing the inverted siphon model. Over time, familiarity was gained with the UVP-Monitor, a 

device for ultrasonic velocity profiling. After the experimental phase of the thesis was fin-

ished, the author studied papers, articles and books concerning this specific measurement 

method and ultrasound in general. Additional information for this thesis was found in the 

Internet. The information from the literature and the experimental results were then compiled 

and presented in this thesis with conclusions and recommendations given by the author.  
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1.4 Thesis Contents 

The thesis is divided into the following chapters: 

The first chapter presents a brief introduction to experimental hydraulics and reviews the his-

tory of the Hermann-Grengg Laboratories Graz. It describes the importance of model tests in 

general and, particularly, of velocity measurement. The research objectives of the thesis and a 

description of the tasks completed are also included in this chapter. 

The second chapter explains the basic physical principles of ultrasound. After defining the 

term ultrasound, the chapter describes the propagation and generation of ultrasonic waves. 

Acoustic properties of selected materials frequently used in test models are given as well. The 

chapter also covers the design of ultrasonic transducers and gives a description of the ultra-

sonic field in front of a transducer. 

The third chapter takes a deeper look at the technique behind ultrasonic velocity profile 

measurements. The principles of the ultrasound-pulse-Doppler method are explained in more 

detail. A description of the key measurement parameters and their influence on spatial, tem-

poral and velocity resolution is given. The chapter ends with a brief portrayal of the UVP-

Monitor, a representative device for ultrasonic velocity profile measurements. 

The next two chapters present the results of employing ultrasonic velocity profile measure-

ments at the Hermann-Grengg Laboratories. While the fourth chapter describes the applica-

tion of ultrasonic velocity profile measurements to the study of pipe flow, the fifth chapter 

examines the potential for measurement of both flow velocity and surface level in open chan-

nel flow. The setup and the respective measurement parameters are explained in detail. A 

brief summary of the experiments conducted is given at the end of each chapter. 

The sixth chapter contains conclusions derived from the results of the experimental research 

and presents further recommendations concerning future measurements with the ultrasound-

pulse-Doppler method. 

The seventh and last chapter lists the literature sources that were used for this thesis, with 

links to the Worldwide Web. 
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2 General Properties of Ultrasound 

Any acoustic wave above the normal range of human hearing, i.e., above 20,000 Hertz, is 

called ultrasound. In practice, the term usually refers to much higher frequencies used for 

applications, such as 4,000,000 Hertz for ultrasonic velocity profile measurements. Sound 

waves behave in many ways as light waves do, and optical analogies are frequently useful in 

describing acoustical phenomena. Thus, sound waves can be reflected, refracted, diffracted, 

and scattered, and many of the differences in behavior between sound and light waves simply 

reflect the very great difference in wavelengths. 

This chapter will review the basic physical principles, which are most relevant for ultrasound 

applications in fluid engineering. Characteristic values for selected materials frequently used 

in experimental hydraulics are given as well. 

2.1 Ultrasonic Waves 

Sound waves are mechanical vibrations that propagate in a host medium. Solids support the 

propagation of both longitudinal waves (particles oscillating parallel to the direction of wave 

propagation) and transverse waves (particles oscillating perpendicular to the direction of wave 

propagation). Fluids (gases and liquids) only support longitudinal wave propagation. In addi-

tion, some ultrasonic waves propagate along the surface of a solid (Rayleigh waves) or in thin 

rods and sections of the material (Lamb waves). 

 

Figure  2-1: Propagation of sound. Longitudinal waves (left) and transverse waves (right).  [14] 

Longitudinal waves are also known as pressure waves, because they advance by alternate 

compression and rarefaction of a medium, causing particles in their path to move forward and 

backward along the direction of the wave’s advance. For the application of ultrasound in ex-

perimental hydraulics, it is sufficient to concentrate only on this type of wave.  
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Sound waves are incapable of traveling through a vacuum, in contrast to electromagnetic 

waves, for example light waves. 

Propagating waves obey the standard relation 

 c = λ f (2.1) 

where  c  acoustic velocity in the medium [m/s] 

f  frequency of the wave [Hz] 

λ   acoustic wavelength [m] 

The acoustic velocity changes with frequency, which is referred to as dispersion. 

For the purpose of ultrasonic velocity profile measurements, the transmitting frequency usu-

ally ranges from 0.5 to 8 megahertz. Table  2-1 illustrates the corresponding wavelength in air, 

water and steel (longitudinal waves only). 

Steel
(c = 5,900 m/s)

Water
(c = 1,480 m/s)

Air
(c = 330 m/s)

0.5             11.8 2.96 0.66
1 5.90 1.48 0.33
2 2.95 0.74 0.17
4 1.48 0.37 0.08
8 0.74 0.19 0.04

Wavelength λ [mm]Frequency
[MHz]

 

Table  2-1: Values for the wavelength of ultrasound in steel, water and air, depending on frequency. 

2.2 Acoustic Velocity 

The velocity of sound in different media depends on a variety of factors such as density, tem-

perature and other properties of the medium. In solids, the velocity also depends on the type 

of wave. In general, the speed of sound is given by: 

 
ρ
Ec =  (2.2) 

where   c  sound velocity [m/s] 

   E  elasticity modulus [N/m²] 

   ρ  density [kg/m³] 
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Of particular interest for ultrasonic velocity profile measurements is the speed of sound in 

water. For liquids, the above equation becomes 

 
0ρ

Bc =  (2.3) 

where   B  adiabatic bulk modulus [N/m²] 

   ρ0  equilibrium density [kg/m³] 

Usually, the speed of sound is given for a specific temperature, because the bulk modulus and  

equilibrium density vary with temperature. 

The adiabatic bulk modulus B measures the resistance of fluids to a change in their volume at 

a constant temperature. Hence, the bulk modulus characterizes the stiffness of the medium. It 

is defined as the ratio of the pressure change to the volume strain: 

 
VdV

dPB
/

−=  (2.4) 

where   P  pressure [N/m²] 

   V  volume [m³] 

The negative sign indicates that the volume decreases with increasing pressure. In solids, 

longitudinal waves travel faster than transverse waves because the bulk modulus for solids is          

generally greater than the shear modulus. Like the bulk modulus, the shear modulus measures 

the stiffness of a material not in response to compressions but rather in response to shearing. 

In almost all liquids the acoustic velocity decreases with rising temperature. Water behaves in 

a different manner with increasing velocity as the temperature is lowered. Lubbers and Graaff 

published a simple formula for the calculation of sound velocity in pure water  [17]: 

 c = 1405.03 + 4.624 T – 0.0383 T 2 (2.5) 

where c  speed of sound in pure water [m/s] 

T  temperature [°C] 

The equation is valid only for temperatures from 10°C to 40°C at atmospheric pressure. 

Within the quoted temperature ranges the authors claim that the maximum error is approxi-

mately 0.18 m/s in comparison with experimental data and equations that are more detailed.  
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Values calculated with Lubbers and Graaff’s equation can be found in Figure  2-2 below. 
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Figure  2-2: Speed of sound versus temperature in pure water. 

The sound velocity in other substances is given in Table  2-2. 

2.3 Acoustic Impedance 

The acoustic impedance Z of a material is defined as the product of the density and acoustic 

velocity of that material. : 

 Z = ρ c (2.6) 

where   Z  acoustic impedance [kg/(m²s)] = [Ray] 

   ρ  density of transmitting medium [kg/m³] 

   c  sound velocity [m/s] 

The unit of acoustic impedance is called the Rayleigh, or Ray, named after John William 

Strutt, third Baron Rayleigh, 1842-1919, English physicist. A more practical unit is the MRay, 

which equals 1,000,000 Ray. 
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Values for the sound velocity and acoustic impedance of selected materials are given in Table 

 2-2. The numbers should be used with some caution. Many materials can differ in sound 

speed due to different production processes or ageing. 

Medium Density
[10³ kg/m³]

Sound
Velocity
[10³ m/s]

Acoustic
Impedance

[MRay]
Liquids

Water (20°C) 0.998        1.482        1.48          
Glycerine 1.26          1.92          2.42          
Mercury 13.6            1.45          19.7            
Diesel oil 0.80          1.25          1.00          

Mineral oil (SAE 30) 0.87          1.74          1.51          
Metals

Aluminum 2.7            6.32          17              
Brass 8.4            4.40          37              

Copper 8.9            4.70          42              
Gold 19.3            3.24          63              

Iron (Cast) 6.9 - 7.3 3.5 - 5.8 24 - 42  
Iron (Steel) 7.7            5.90          45              

Lead 11.4            2.16          25              
Platinum 21.4            3.96          85              

Silver 10.5            3.60          38              
Tin 7.3            3.32          24              

Tungsten 19.1            5.46          104              
Zinc 7.1            4.17          30              

Plastics
PlexiglasTM 1.19          2.73          3.25          

TeflonTM 2.20          1.35          3.00          
Epoxy resins 1.10 - 1.25 2.4 - 2.9 2.6 - 3.6
Polyamide 1.1 - 1.2 2.2 - 2.6 2.4 - 3.1

Polycarbonate 1.18 - 1.22 2.26 - 2.30 2.69 - 2.77
Polyethylene 0.90 - 0.96 1.95 - 2.43 1.73 - 2.33

Polypropylene 0.88 - 0.90 2.66 - 2.74 2.36 - 2.40
Polystyrene 1.02 - 1.06 2.32 - 2.45 2.42 - 2.52

Polyvinylchloride 1.16 - 1.47 2.38 - 2.40 3.27 - 3.35
Other

Air (20°C) 0.0012      0.343        0.0004       
Coupling gel, Dahlhausen 

(water-based) 1.004        1.48          1.48          

Coupling gel, Sonotrack 
(glycerine-based) 1.04          1.62          1.68          

Glass (Quartz) 2.6            5.57          14.5            
Glass (Crown) 2.4            5.10          12.2            

Ice 0.92          3.20          2.94           

Table  2-2: Sound velocity and acoustic impedance of selected materials.  [14] [16] [19] [22] [23] 

Acoustic impedance is important in i) the determination of acoustic transmission and reflec-

tion at the boundary of two materials having different acoustic impedances, ii) the design of 

ultrasonic transducers, and iii) the assessment of sound absorption in a medium. 
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2.4 Scattering 

Ultrasonic waves propagate through uniform media undisturbed. Scattering and reflection can 

occur, however, if there are any variations in the medium. Although the two phenomena are 

closely related, scattering refers to the interaction between sound waves and particles that are 

much smaller than the sound’s wavelength, while reflection refers to interaction with particles 

or objects larger than the wavelength.  

In general, ultrasound waves scatter at regions with different compressibility and/or density, 

i.e. gas bubbles or dirt particles in water. These point reflectors produce low-amplitude, om-

nidirectional scattering, also known as diffuse scattering, while large flat boundaries produce 

high-amplitude, directionally dependent echoes, known as specular reflection. Interfaces that 

have a rough surface produce a diffuse component of scattering along with specular reflec-

tion, as Figure  2-3 illustrates. This diffuse scattering component plays an important role for 

surface level measurements, which will be described in Chapter 5. 

 

Figure  2-3: Scattering. Point reflector (left) and rough interface (right).  [7] 

Pulse-echo applications like velocity profile measurements completely rely on the fact that the 

test medium scatters or reflects incident ultrasound waves. In water, the natural particle con-

tamination usually generates enough significant echo signals. If not, particles have to be 

added in a process called seeding. It is important to keep in mind that ultrasonic velocity pro-

file measurements do not measure the velocity of the fluid itself, but the velocity of particles 

traveling in the fluid. Particles with the same density as the fluid will travel with a velocity 

close to that of the fluid itself and are, thus, the most accurate seeding particles. Unfortu-

nately, ultrasound does not scatter at regions with the same density. Most important, however, 

is the size of the scatterer, because the amount of energy reflected by the scatterer and its an-

gular distribution primarily depend on the ratio of particle size to ultrasonic wavelength.  
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Particles, whose dimensions are very small compared to ultrasonic wavelength (less than 

about one-tenth), undergo Rayleigh scattering. If this particle is of the same density as the 

medium but its compressibility is different, it will react to the surrounding pressure variation 

by radially expanding and contracting, thus emitting monopole radiation, as shown in Figure 

 2-4a. If these conditions are reversed, i.e. the particle’s compressibility is the same as the sur-

rounding medium but its density is different, the particle’s motion in response to the incident 

wave will not equal that of the medium, and it will move back and forth in relation to the me-

dium. This type of scatterer emits dipole radiation, as shown in Figure  2-4b. Most real sub-

wavelength scatterers emit a combination of monopole and dipole radiation, as illustrated in 

Figure  2-4c. With the source of ultrasound at zero degrees, the illustration shows that 

Rayleigh scatterers reflect more energy back towards the source than away from the source.  

 

Figure  2-4: Monopole (a) and dipole (b) radiation together compose Rayleigh scattering (c).  [2] [25] 

When the particle size approaches the wavelength of the incident ultrasound, the scattering 

varies in a more complex fashion described by the Mie theory (Gustav Mie, 1868-1957, Ger-

man physicist). In the case of scattering by a spherical object, the scattering intensity and its 

angular distribution can be calculated precisely  [5]. Again, the radiation pattern depends on 

the density and compressibility of the scatterer. The boundary of an elastic sphere may start to 

vibrate at a certain frequency, known as resonance scattering, while the surface of a rigid 

sphere stays at rest and no waves can propagate inside. Thus, the scattering pattern of gas 

bubbles (elastic) can be distinguished from dirt particles (rigid).  

Figure  2-5 illustrates the radiation pattern of an elastic (dashed line) and a rigid particle (solid 

line) as a function of k⋅a, the product of wavenumber k ( k = 2π/λ = 2πf/c) and the sphere’s 

radius a. The source of ultrasound lies at 180°. Small spheres (k⋅a ≤ 1) still undergo Rayleigh 

scattering. As the size of the sphere increases, the radiation pattern changes, and ultrasonic 

waves get scattered predominantly in the forward direction. 
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Figure  2-5: Mie scattering of a rigid (solid line) and an elastic (dashed) spherical scatterer.  [2] 

In Figure  2-6, we consider the backscatter amplitude of the spherical particle as a function of 

k⋅a. Figure  2-6a shows that the echo amplitude of very small particles (solid line) is roughly 

identical to (k⋅a)² (dashed line). Hence we can expect the backscatter amplitude of Rayleigh 

scatterers to have a quadratic frequency dependence (k ∝ f). Figure  2-6b compares the echo 

amplitude of an elastic (dashed line) with a rigid (solid line) particle, showing how reverbera-

tion of sound within an elastic scatterer can create peaks and nulls in the scattering spectrum. 

Theories of scattering by spherical objects suggest a minimum size for seeding particles. 

While the backscatter amplitude increases with particle size in the Rayleigh regime, the back-

scatter amplitude of larger scatterers oscillates about the theoretical maximum. Thus seeding 

particles that undergo Mie scattering are the best choice (The company Met-Flow suggests a 

diameter of d ≥ λ/4). 

 

Figure  2-6: Backscatter amplitude of Rayleigh scatterers (a) and particles in the Mie regime (b).  [2] 
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2.5 Attenuation 

It is well known that sound energy decreases with distance traveled. In idealized materials, 

sound pressure (signal amplitude) is only reduced by the spreading of the wave. Natural mate-

rials, however, all produce an effect that further weakens the sound. This further weakening, 

or attenuation, results from two basic causes, scattering and absorption.  

The motion of an acoustic wave is the result of  two fundamental energy forms, the regainable 

potential energy of the volume compression and the kinetic energy, given by the particle ve-

locity. The wave propagation is perpetuated by an exchange between these two forms of en-

ergy. Absorption is the conversion to other energy forms, like heat or chemical energy, mean-

ing a loss of energy from the acoustic wave. 

Ultrasonic attenuation is the decay rate of mechanical radiation at ultrasonic frequencies as it 

propagates through a material. Along the line of propagation, the attenuation is expressed by 

Beer’s Law (Augustus Beer, 1825-1863, German physicist) as 

 p = p0 e-αd (2.7) 

where   p, p0  sound pressures at the start and end of a length d [N/m²] 

d  distance along the line of propagation [m] 

α  coefficient of attenuation [Neper/m] 

In the equation above, the unit of attenuation is Neper/length. Neper is a dimensionless unit 

like the radian for angles (John Napier, Latin Neper, 1550-1617, Scottish mathematician). 

However, the attenuation is more frequently expressed in the unit dB/length as 

 20
010

d

pp
α−

=  (2.8)  

where  α  coefficient of attenuation [dB/m] 

The attenuation coefficient is composed of two parts: absorption, which is proportional to the 

square of ultrasound frequency, and scattering, which depends on the ratio of particle size to 

ultrasound wavelength. In general, a single attenuation coefficient only applies to a single 

frequency. A quadratic frequency dependence applies to water and air because the effect of 

scattering is negligible  [7]. 
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Some typical values for ultrasonic attenuation coefficients are given in Table  2-3. Again, the 

numbers should be used with caution. A quadratic frequency dependence is indicated by (f²). 

Medium Attenuation
[dB/m at 2 MHZ]

Drop to 50%
[m]

Water 0.8 (f²) 7.53
Metals < 10 > 0.60   
Plastics < 100  0.60 - 0.06

Rubber, Wood > 100  < 0.06   
Air 4,800 (f²) 0.001  

Table  2-3: Typical values for ultrasonic attenuation coefficients.  [1] [14]  

Of particular interest is the frequency dependence of ultrasonic attenuation in water, which is 

illustrated in Figure  2-7. For instance, after traveling less than 50 cm, 8-MHz ultrasonic 

waves will be attenuated 6 dB, which equals a reduction of acoustic pressure by 50 %. In con-

trast, 1-MHz ultrasonic waves only lose less than 2 % of acoustic pressure over the same dis-

tance. This mandates for applications in the field of experimental hydraulics, that the operat-

ing frequency has to be selected carefully according to the dimensions of the physical model. 

High-frequency ultrasound offers excellent spatial resolution because of its short wavelength 

and thus should be preferred over low frequencies when investigating small scale models.  

 

Figure  2-7: Attenuation of ultrasound for four different frequencies in water as a function of distance. 
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Another important material frequently used for scale models is Plexiglas. Plexiglas attenua-

tion has an almost linear dependence to frequency, as illustrated in Figure  2-8. Over the fre-

quency range of 0.5 to 5.5 MHz, the attenuation function is fitted by a straight line. 

 

Figure  2-8: Attenuation function of Plexiglas.  [9] 

The frequency dependence of attenuation does affect short ultrasonic pulses, which have a 

large frequency bandwidth. As the pulse propagates through the medium, the higher frequen-

cies in its bandwidth are attenuated more severely than the lower frequencies. Dispersion 

causes additional change in the waveform of the propagating pulse because wave components 

with different frequencies travel with different speed. This means that echoes from far reflec-

tors have longer pulse lengths and lower center frequencies than do echoes from near struc-

tures. Figure  2-9 illustrates how the waveform of a sample pulse changed after traveling 

through an 8-cm thick Plexiglas block. 

 

Figure  2-9: Change of pulse waveform due to attenuation and dispersion;  

 transmitted pulse (left), received pulse (right).  [9] 
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2.6 Reflection and Refraction 

When an ultrasonic wave strikes an interface between two media having different acoustic 

impedances, some of the wave reflects while some is transmitted to the second medium, as 

Figure  2-10 depicts. The behavior of a wave at that boundary depends on the angle of inci-

dence and the ratio of the speeds of sound in the two media. 

 

Figure  2-10: Reflection and refraction of ultrasound on interface. 

The law of reflection requires that the angle of reflection be equal to the angle of incidence. If 

measurement is performed with a single transducer, specular reflections are only received by 

the transducer if the ultrasound beam is normal to the interface (or close to normal). 

Refraction of ultrasound waves obey Snell’s Law, which relates the angles of incidence and 

transmission to the acoustic velocities in the two media (Willebrord van Roijen Snell, 1580-

1626, Dutch astronomer and mathematician): 

 
2

1

2

1

sin
sin

θ
θ

=
c
c  (2.9) 

where   c1, c2   speed of sound in medium 1 and medium 2 

   θ1, θ2   incident and refraction angle to normal 

When the ultrasonic wave crosses an interface from a medium with higher speed of sound to a 

medium with lower speed of sound, the wave bends towards the normal, as shown in Figure 
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 2-10. When the wave travels from a medium with higher speed of sound to a medium with 

lower speed of sound, the wave bends away from the normal. This has an interesting implica-

tion: at some angle, known as the critical angle, sound waves will be refracted at a right an-

gle; in other words, refracted along the interface, as depicted in Figure  2-11. 

 

Figure  2-11: Critical angle of incidence. 

In contrast to optical waves, when an ultrasonic wave encounters a boundary, one type of 

wave can be transformed into another, for example, longitudinal waves into transverse waves 

and vice versa. At the critical angle of incidence, much of the acoustic energy is mode con-

verted to a Rayleigh wave. Mode conversion is important for certain ultrasonic testing (UT) 

methods, wherein an angle beam transducer introduces refracted transverse waves into a solid 

test material to detect flaws in and around welded areas. 

The critical angle of incidence can be found from Snell's Law by putting in an angle of 90° for 

the angle of the refracted ray. 

 







= −

2

11sin
c
c

critθ  (2.10) 

If the incident wave hits the interface at any angle larger than the critical angle, it will not pass 

through to the second medium at all. This effect has major consequences for non-invasive 

velocity profile measurements, which are limited to angles below the critical angle. If the 

critical angle is very small, e.g., for a combination of water-based coupling gel and aluminum, 

it can be more helpful to bring the transducer into direct contact with the fluid. 
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Table  2-4 illustrates the critical angles for common material combinations. 

Material 1 Material 2
c1

[m/s]
c2

[m/s]
θcrit
[deg]

PlexiglasTM 2,730 33
Other plastics 1,950 - 2,900 50 - 31

Lead 2,160 43
Tin 3,320 27

Glass (Quartz) 5,570 15
Iron (Steel) 5,900 15

Water (20°C),
Coupling gel 
(water-based)

1,482

 

Table  2-4: Critical angles of incidence for common pairs of materials. 

The acoustic pressure of the reflected and transmitted wave can be derived because the parti-

cle velocity and local particle pressures are required to be continuous across the boundary: 

 pi + pr = pt (2.11) 

pi, pr  sound pressure of incident and reflected wave [N/m²] 

 pt  sound pressure of transmitted wave [N/m²] 

The reflection coefficient R is defined as the ratio of the reflected sound pressure to the inci-

dent sound pressure: 
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where  Z1, Z2  acoustic impedance of media [Ray] 

  θ1, θ2  incident and reflection angle to normal 

Similarly, we define the transmission coefficient T as the ratio of the transmitted sound pres-

sure to the incident sound pressure: 
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If Z1 equals Z2, the reflection coefficient is zero and only transmission occurs at the interface; 

this condition is called impedance matching. The larger the difference between Z1 and Z2, the 

larger the reflection coefficient; this condition is called impedance mismatching. If Z1 < Z2, 

the reflected wave has no phase change upon reflection but if Z1 > Z2, the reflected wave un-

dergoes a 180° phase change. Both cases are depicted in Figure  2-12. 
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Figure  2-12: Acoustic pressure at the boundary of steel and water for normal incidence.  [14] 

Whenever an ultrasonic wave encounters an interface, part of the acoustic energy is lost due 

to reflection. The pressure loss increases with the angle of incidence and the mismatch of 

acoustic impedances. Hence, some wall materials are less suitable for non-invasive measure-

ments because of their low transmission coefficient. Figure  2-13 illustrates the reduction of 

sound pressure for several wall materials as a function of incident angle. Values are given for 

through-the-wall measurement at 20°C and the use of water base coupling gel. The additional 

loss of sound pressure due to ultrasonic attenuation in the wall layer is not included. 

 

Figure  2-13: Transmission coefficients for several wall materials as a function of the angle of incidence. 
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2.7 Generation of Ultrasound 

The generation and reception of ultrasonic waves is usually accomplished using the piezoelec-

tric effect. Piezoelectricity was discovered by Pierre and Jacques Curie in 1880 and literally 

stands for “pressure electricity”. It is the phenomenon in which certain crystalline substances 

develop an electric field when subjected to pressure/forces, or conversely, exhibit a mechani-

cal deformation when subjected to an electric field. This reciprocal coupling between me-

chanical and electrical energy makes piezoelectric materials useful in many applications. 

The crystalline piezoelectric materials with the widest technical applications today are quartz 

(SiO2), as electromechanical oscillators to stabilize frequency in RF oscillators, and lithium 

niobate (LiNbO3) for SAW-devices (Surface Acoustic Waves). However, these materials are 

not efficient for the transmission of acoustic energy into water and biological materials. 

Medical applications of ultrasound first started after the ferroelectric material barium titanate 

(BaTiO3) was discovered in 1942-43. Ferroelectric materials are composed of a multitude of 

randomly orientated crystals that form local domains of polarization. The polarization of these 

domains can be permanently aligned to provide the material with piezoelectric properties. The 

piezoelectric effect increases, as more of the domains are aligned. 

Ferroelectricity is found only in crystals that have no center of symmetry. Rochelle salt and 

lithium niobate have ferroelectric properties, but especially strong ferro- and piezoelectric 

properties are found in a few ceramics, such as certain titanates and zirconates. These materi-

als have made it possible to generate ultrasound waves in the megahertz range, and have thus 

opened up the field of modern ultrasonics. Today, the ferroelectric ceramic composites of 

lead, zirconates, and titanates (PZT) have taken over from barium titanate. 

The electroacoustical properties of different piezoelectric materials are given in Table  2-5. 

Material Density
[10³ kg/m³]

Sound
Velocity
[10³ m/s]

Acoustic
Impedance

[MRay]

Coupling
Coefficient

[-]
Barium Titanate 5.30 5.20 27.6 0.33
Lithium Niobate 4.64 7.32 34.0 0.47

Quartz 2.65 5.74 15.2 0.10
PZT 7.7 - 7.8 4.2 - 3.8 30 - 32 0.45 - 0.50

1-3 Composite 3.5 - 4.0 2.2 - 3.0 8 - 12 0.5 - 0.7  

Table  2-5: Electroacoustical properties of assorted piezoelectric materials.  [8] [14] [15] 
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The coupling coefficient indicates to what extent a piezo-element converts electrical energy  

into mechanical energy, in other words, it represents its efficiency at generating ultrasound. 

The coupling coefficient of piezo-ceramics is basically high. However, if ultrasound is to be 

radiated into liquids or plastics, most part of the acoustic energy is reflected at the boundary 

because of the impedance mismatch and a high coupling coefficient becomes less important. 

In the manufacture of piezoceramics, a suitable ferroelectric material is first fabricated into 

the desired shape and electrodes are applied. Next, the element is heated above its Curie tem-

perature, above which a ferromagnetic material becomes paramagnetic and loses its perma-

nent magnetism. The ceramic is then cooled slowly with a strong electric field applied be-

tween the electrode surfaces in a process called poling. This aligns the molecular dipoles of 

the ceramic in the direction of the applied field and provides the piezoelectric properties. 

 

Figure  2-14: Direct (above) and converse (below) piezoelectric effect. 

The figure above illustrates the piezoelectric effect. A cylinder has been polarized in the di-

rection of the arrow. Figure  2-14a shows the cylinder under no-load conditions. If an external 

force produces compressive or tensile strain in the material, the resulting change in dipole 

moment causes a voltage to appear between the electrodes. If the cylinder is compressed, the 

voltage will have the same polarity as the poling voltage (Figure  2-14b). If it is stretched, the 

voltage between the electrodes will have polarity opposite to the poling voltage (Figure 

 2-14c). The conversion of mechanical energy into electrical energy is called the direct piezo-

electric effect. The cylinder will shorten if a voltage of opposite polarity to the poling voltage 

is applied to the electrodes (Figure  2-14d). If the applied voltage has the same polarity as the 

poling voltage, the cylinder will lengthen (Figure  2-14e). Finally, if an alternating voltage is 

applied to the electrodes, the cylinder will alternate in size (Figure  2-14f).  
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The AC voltage generates two longitudinal ultrasonic waves that propagate from each elec-

trode into the element. The two waves may reinforce each other as they reflect back and forth 

from the electrode surfaces, causing resonant thickness oscillations within the active element. 

These resonant oscillations occur at a frequency where the cylinder thickness equals half an 

acoustic wavelength or odd multiples of the frequency. At this particular frequency, the con-

version from electric to acoustic energy (converse piezoelectric effect) is very efficient. In 

practice, the thickness of a piezoelectric element is adjusted to half of the wavelength of the 

transducer’s default operating frequency (λ/2 resonant mode or thickness mode). 

To generate a narrow ultrasonic beam, a uniform and well-defined vibration of the piezoelec-

tric element is necessary. In ultrasound-pulse-Doppler applications like velocity profile meas-

urements, the transducer is usually driven by an electrical pulse with a wide frequency range 

so that resonant modes outside the λ/2 mode can be excited and damage the ultrasound beam 

emitted by the transducer. Such modes are usually avoided by the composite piezoelectric 

material, where the piezoelectric plate is cut into small bars of less than λ/2 in width, and the 

space between the bars is filled with epoxy so that a plate is obtained as illustrated in Figure 

 2-15. Such thin bars will have a single length mode of vibration at the operating frequency. 

An additional advantage of the composite material is that the plate behaves as a single piezo-

electric material with lower mechanical impedance. This helps in transmitting the energy into 

the test medium and reduces reflection of the returning echoes. Because the ceramic rods pre-

sent a mechanical continuity following one dimension in space and the epoxy matrix presents 

a continuity in three dimensions, this material is also known as 1-3 piezo-composite. 

 

Figure  2-15: Schematic representation of a 1-3 piezo-composite plate.  [8] 
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2.8 Transducer Design 

The transducer is one of the most critical components of any ultrasonic system. The best 

choice for applications in the field of experimental hydraulics is the immersion transducer. It 

is specially designed to operate in liquids like water or coupling materials. The technique pro-

vides a means of uniform coupling and reduces sensitivity variations. Additionally, immer-

sion transducers are more flexible to use due to their small size. Contact transducers, the other 

transducer type, are used mainly in the field of non-destructive testing (NDT). The contact 

technique provides a higher coupling efficiency since the acoustic impedance of the trans-

ducer and the test materials (usually metals) is almost the same. 

 

Figure  2-16: Sample pictures of immersion transducers (left) and contact transducers (right).  [21] 

Figure  2-17 shows the elemental components of an ultrasonic transducer. The thin piezoelec-

tric element is bonded to a backing material in the rear and a plastic wear surface in the front, 

which is then all fit into a housing. This general design applies to both types of transducers. 

 

Figure  2-17: Main components of an ultrasonic transducer.  [7] 
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Since the active element is operated in resonant mode, it will ring for quite a few oscillations 

after the voltage source is removed. This is called the ring-down. Figure  2-18a shows the 

acoustic pressure on the piezoelectric element when the transducer is driven with a very short 

electric pulse (impulse response), and illustrates the minimum length Tp of the ultrasound 

pulse that can typically be transmitted without additional damping. This is undesirably long 

for pulse-echo applications like velocity profile measurements where we want a short pulse 

for high spatial resolution. Both the backing and the wear surface can help to reduce the ring-

ing of the active element. Their effect is illustrated in Figure  2-18b. 

 

Figure  2-18: Shortest possible pulses obtained from a transducer a) without and b) with  

               backing layer (left) and the Fourier transform of the pulses (right).  [3] 

The purpose of the backing layer is to absorb ultrasonic energy, causing the pulse length to be 

as short as possible. When the active element is mounted on a heavy, stiff and absorbing 

backing, the ringing is additionally dampened because energy is transmitted into the backing. 

Unfortunately, the impedance matching between active element (high impedance) and back-

ing (high impedance) reduces the amplitude of the pulse transmitted into the test medium as 

well as the sensitivity of the transducer as a receiver. 

Beyond its basic purpose of protecting the active element from mechanical damage, the wear 

surface serves as an acoustic impedance transformer. The wear plate (medium impedance) 

connects the active element (high impedance) with the propagation medium, in case of im-

mersion transducers usually water or coupling gel (low impedance). When the wear plate is 

set in between, the energy transfer between the active element and the medium is more effi-

cient, and the ringing of the active element dies out more quickly.  
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The wear plate’s thickness is adjusted to a quarter of the acoustic wavelength, thus it is often 

referred to as a quarter wave impedance transformer. Quarter-wave matching allows waves 

generated by the active element to be in phase with the wave reverberating in the wear plate. 

When signals are in phase, their amplitudes are additive and consequently a greater amplitude 

wave enters the test medium. Figure  2-19 shows the active element and the wear plate when 

the waves are in phase. 

 

Figure  2-19: Layer structure of an immersion transducer.  [21] 

The Fourier transforms of the pulses (Figure  2-18, right) illustrate the distribution of frequen-

cies in each pulse (Jean Baptiste Joseph Fourier, 1768-1830, French mathematician). The re-

lationship between the pulse length and the bandwidth of frequencies is related to the Heisen-

berg uncertainty principle (Werner Heisenberg, 1901-1976, German physicist), which can be 

mathematically expressed as 

 1≅∆⋅∆ ft  (2.14) 

where  ∆t uncertainty in pulse arrival time, expressed by the pulse length Tp 

  ∆f uncertainty of the pulse frequency, expressed by the bandwidth Bw 

Figure  2-18 displays how the bandwidth Bw is inversely proportional to the pulse length Tp: 

shorter ultrasonic pulses will have a larger frequency bandwidth. When a broadband pulse is 

traveling in the propagation medium, the waveform of the pulse changes because of attenua-

tion and dispersion within the medium, as depicted earlier in Figure  2-9. A narrowband pulse 

is less affected by this interaction with the propagation medium, and the nearly unpredictable 

influence on the frequency spectrum is reduced. 
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The Heisenberg principle leads to an additional trade off for any pulsed Doppler system. 

These systems are based on the Doppler frequency shift and calculate the velocity of a travel-

ing particle by detecting the change between the emitted pulse frequency and the reflected 

pulse frequency. The problem is that to localize the sample volume accurately in space, a 

short pulse is required. This corresponds to a wider transmitted bandwidth. Then, as Heisen-

berg predicts, the ability to measure the velocity accurately decreases. However, the accuracy 

of ultrasonic velocity measurement depends on many other parameters, and from a practical 

point of view, all of them have a lot more influence than the Heisenberg relationships. 

2.9 Ultrasonic Sound Field 

To analyze the sound field emitted by a transducer, we can use Huygens’ principle where 

each point on the transducer surface acts as a source of a spherical wave (Christian Huygens, 

1629-1695, Dutch mathematician and physicist). These partial waves will interfere and gener-

ate a resulting beam. Figure  2-20 shows a simplified illustration of an ultrasonic beam emitted 

by an unfocused, circular, single-element transducer operating in continuous mode. 

 

Figure  2-20: Schematic illustration of the formation of an ultrasonic beam.  [3] 

There are two regions: a cylindrical near-field region and a conical far-field region. In the far-

field region, the beam expands with a fixed opening angle due to diffraction. The beam is 

composed of a central main lobe surrounded by smaller side lobes. In the near-field region, 

interference effects caused by rays emanating from different portions of the front surface 

cause spatial variations of sound pressure both axially and laterally. At the juncture of the two 

zones, the sound pressure has its last axial maximum, which represents its natural focal point. 
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The length of the near-field region is defined as the distance between the transducer surface 

and the natural focal point and can be estimated by: 

 
λ4

2DN =  (2.15) 

where N  length of near-field region [mm] 

D  diameter of active element, or aperture [mm] 

λ  ultrasonic wavelength in test medium [mm] 

The beam amplitude in the in the near-field region depends on the operating mode of the ul-

trasonic transducer. For continuous wave (CW) excitation, the sound pressure along the axis 

goes through a series of maxima and minima as illustrated in Figure  2-21a, while with a short- 

pulse wave (PW) excitation, the pressure oscillations disappear as shown in Figure  2-21d. 

 

Figure  2-21: Influence of excitation mode on the axial sound pressure in the near-field region.  [14] 

Even though the homogeneity of the near-field beam amplitude is improved by pulse-echo 

applications, the short distance between transducer and near reflectors leads to difficulties for 

accurate signal processing. Consequently, velocity measurements inside the near-field region 

should be avoided. 
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In general, the sound pressure along the axis of the transducer is given by  

 













−













+






⋅= zzDpp 2

2

0 2
sin2

λ
π  (2.16) 

where p  acoustic pressure along transducer axis [N/m²] 

p0  initial pressure on transducer surface [N/m²] 

λ  ultrasonic wavelength in test medium [mm] 

D  diameter of active element [m] 

z  axial distance from transducer [m] 

The equation is commonly used to describe the near-field in front of a CW mode transducer, 

for example in Figure  2-21a, but it is also valid in the far-field region. For large axial dis-

tances, the equation above can be approximated by the inverse-square law for point sources: 
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where   p  acoustic pressure in the far-field region [N/m²] 

   N  length of near-field region [m] 

The solid line in Figure  2-22 illustrates the sound pressure in the far-field region according to 

Equation 2.16. The maximum of 2p0 is reached at the natural focal point N, from which the 

sound pressure falls off with distance. After the initial value p0 is reached at a distance of 3N, 

the pressure decrease can be approximated by Equation 2.17 (dashed line). 

 

Figure  2-22: Axial sound pressure in the far-field region and its approximation.  [14] 

In contrast to the near-field sound pressure, the sound pressure in the far-field region is not 

influenced along the beam axis by the mode of excitation. 



 -29-   

Yet the shape of the far-field side lobes depends upon the length of the transmitted pulse. CW 

excitation produces a field of radially alternating lobes and minima with an amplitude varia-

tion as illustrated in Figure  2-23a, while in a short PW excitation the minima disappear and 

we get an angular variation of the field amplitude as illustrated in Figure  2-23b. 

 

Figure  2-23: Angular variation of the beam amplitude in the far-field region; CW (a) and PW (b) excitation.  [3] 

The width of the main lobe is defined as where the amplitude has fallen 6 dB from the axial 

value, which is equal to a 50 percent reduction of sound pressure. This pressure drop of 50 

percent diverges with the sound beam at a constant angle. In the sound field emitted by a 

plane circular transducer this so called half-angle of divergence is given by 

 





= −

D
λγ 514.0sin 1

0  (2.18) 

where γ0  half-angle of divergence [deg] 

λ  ultrasonic wavelength in test medium [m] 

D  diameter of active element [m] 

We see that the length of the near-field region and the half-angle of divergence in the far-field 

region both depend on the transducer frequency (λ in the propagation medium) and the aper-

ture size. With a constant aperture, increasing the frequency increases the length of the near-

field region and decreases the angle γ0, producing a directional beam pattern suitable for ultra-

sonic velocity profile measurements. Decreasing the aperture size at a constant frequency 

causes a shorter near-field region and a larger divergence, producing the desired beam pattern 

for an omnidirectional hydrophone, used primarily for detecting sound waves from an under-

water source such as a submarine. 
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Some values for near-field region length and main lobe divergence of plane circular transduc-

ers in 20° water are given in Table  2-6. The proper combination for velocity profile measure-

ments is chosen such that the active diameter of the transducer is at least ten times longer than 

the corresponding wavelength (D ≥ 10λ). The combinations of transducer diameter and fre-

quency that were used within the experimental phase of this thesis are highlighted. 

f = 0.5 MHz
λ = 2.96 mm

f = 1 MHz
λ = 1.48 mm

f = 2 MHz
λ = 0.74 mm

f = 4 MHz
λ = 0.37 mm

f = 8 MHz
λ = 0.19 mm

0.08 0.17 0.34 0.68 1.3
- 50 22 11 5.6

0.34 0.68 1.4 2.7 5.3
50 22 11 5.5 2.8

0.53 1.1 2.1 4.2 8.2
37 18 8.8 4.4 2.2

0.76 1.5 3.0 6.1 11.8
30 15 7.3 3.6 1.9
1.4 2.7 5.4 10.8 21.1
22 11 5.5 2.7 1.4
2.1 4.2 8.4 16.9 32.9
18 8.8 4.4 2.2 1.1
5.4 10.8 21.6 43.2 84.2
11 5.5 2.7 1.4 0.70
8.4 16.9 33.8 67.6 132
8.8 4.4 2.2 1.1 0.56
33.8 67.6 135 270 526
4.4 2.2 1.1 0.54 0.28

Length of Near-Field Region N [mm]
Half-Angle of Divergence γ0  [deg]

3

4

5

1

2

2.5

10

20

Transducer
Diameter D

[mm]

8

 
Table  2-6: Sound field properties in 20°C water as a function of transducer diameter and operating frequency. 

In reality, the sound pressure in the far-field region decreases not only because of the beam 

spread but also due to attenuation. According to Equations 2.8 and 2.17, the axial sound pres-

sure is then given by  

 20
0 10

z

z
Npp

⋅
−

⋅
⋅

⋅=
απ  (2.19) 

where  p  axial sound pressure in the far-field region [N/m²] 

p0  initial pressure on transducer surface [N/m²] 

N  length of near-field region [m] 

z  axial distance from transducer [m] 

α  coefficient of attenuation [dB/m] 
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3 Ultrasonic Velocity Profile Measurements 

In the third chapter, we will take a closer look at one specific application of ultrasound in the 

field of fluid engineering: the ultrasound-pulse-Doppler method for velocity profile measure-

ments. It exemplifies a non-intrusive technique to measure complete velocity profiles of fluid 

flow. In contrast to conventional Laser-Doppler-Anemometry (LDA), where one has to move 

the measuring apparatus to detect a complete velocity profile, the pulse Doppler method pro-

vides instantaneous results due to its measurement of velocity at a multitude of points along 

the axis of the ultrasound beam. 

As indicated by its name, the ultrasound-pulse-Doppler technique uses the Doppler effect in 

which a sound wave, scattered by a moving particle, is subjected to a frequency shift, which is 

proportional to the velocity of the particle. When we assume that the reflecting particle is 

small enough to represent the fluid flow adequately, its velocity equals the velocity of the 

fluid. The position of the particle can be determined from the length of time between the 

emission of the ultrasound wave to the reception of its echo, if the speed of sound in the me-

dium is known. If the echoes are received continuously within definite time windows, a com-

plete velocity profile can be obtained, as shown in Figure  3-1. 

 

Figure  3-1: Ultrasonic velocity profile measurements of open channel flow.  [19] 
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3.1 Doppler Effect 

The Doppler effect describes the apparent shift in the observed frequency of a wave due to 

relative motion between the source and the observer. The frequency increases when the 

source and observer approach each other and decreases when they move apart. The effect was 

first explained in 1842 by the Austrian scientist Christian Doppler (1803-1853). Although 

first discovered in sound waves, the Doppler effect holds true for all types of waves. 

The Doppler shift for sound waves depends not only on the relative motion of observer and 

source but also on which one is in motion. This situation is fundamentally different from other 

waves in the case of light waves. The difference stems from Einstein’s theory of relativity, 

which states that the speed of light remains constant in all reference frames (Albert Einstein, 

1879-1955, American-German physicist). Since light needs no medium to support its propa-

gation, its speed relative to the source or observer is always the same. Therefore, it is only the 

relative motion between the observer and the source that determines the Doppler shift fre-

quency. The Doppler effect for light waves is usually described in terms of colors rather than 

frequency. A red shift occurs when the source and observer move away from each other, 

while a blue shift occurs when the two travel toward each other. A well-known example is the 

red-shifted light of distant galaxies that is considered proof for the expansion of our universe. 

In Figure  3-2, we examine the Doppler shift for ultrasonic waves. First, we consider a station-

ary source (S) and a moving observer (O), as shown in Figure  3-2a. The circles denote suc-

cessive wave fronts (regions of identical high pressure) of the emitted sound waves. If the 

observer moves toward the source, the wave fronts reach the observer more frequently than if 

it were stationary. The distance between wave fronts (λ) does not change, but the number of 

wave fronts passed through per unit time (the detected frequency) increases. 

 

Figure  3-2: Doppler effect for sound waves; moving receiver (a), moving source (b), and moving reflector (c).  
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The frequency perceived by the moving observer is  

 





 ±=

c
vff r1' 0  ( 3.1) 

where f'  frequency received by observer [Hz] 

f0  actual frequency of source [Hz] 

c  speed of wave propagation in medium [m/s] 

vr  speed of observer [m/s] 

The minus (-) sign is used when the observer moves away from the source. 

If, instead, the source is moving and the observer is stationary, as depicted in Figure  3-2b, the 

wavelength of the emitted sound waves changes. In the case of the source traveling toward the 

receiver, the wavelength in front of the approaching source shortens and the frequency per-

ceived by the observer increases. The received frequency is 

 
1

0 1'
−







=

c
v

ff sm  ( 3.2) 

where   vs  speed of source [m/s] 

The minus (-) sign corresponds to a source moving toward the transducer, while the plus (+) 

sign is used for a receding source. Thus the received frequency increases when the source 

approaches the observer, while it decreases when the source moves away. Most of us have 

experienced this phenomenon, probably in a situation where a car or a motorcycle passed by 

at high speed. The frequency of the engine sound rises as the vehicle approaches and falls as 

the vehicle moves away. 

In Figure  3-2c, we consider an ultrasonic transducer (T) that remains stationary while emitting 

waves that are, subsequently, scattered by a reflector (R). Immediately after emitting a short 

pulse of ultrasound, the transducer is switched into receive mode to detect the frequency of 

the reflected waves. The moving reflector acts as a combination of both a moving receiver 

and source. The frequency perceived by the reflector is shifted according to Equation  3.1, and 

the echo that leaves the reflector is shifted again according to Equation 3.2. Thus, the re-

flected waves get Doppler shifted twice.  
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The frequency detected by the stationary transducer is obtained by combining the previous 

two equations: 

 
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where v  speed of reflector [m/s] 

The upper set of signs applies if the reflector is approaching the transducer, and the lower set 

of signs is used if it is receding. 

Regular flow speeds in experimental hydraulics are no more than a few percent of the speed 

of sound in water (v << c). When the speed of the reflector is small compared to the wave 

propagation speed, the denominator in Equation  3.3 may be simplified.  

Using the binomial expansion theorem, given by 

 ( ) ³...²11 1 xxxx mm +=± −    for |x| < 1      ( 3.4) 

the received frequency becomes 
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The difference between the frequencies of the emitted and received signals, called the Dop-

pler shift frequency, is  

 
c
vffff d

2' 00 =−=  ( 3.6) 

A positive Doppler shift occurs when the reflector moves toward the transducer, while a nega-

tive frequency shift is caused by a receding reflector. The factor of two results from the two 

Doppler shifts occurring on reflection of the emitted ultrasound pulse. 

The equation indicates that the Doppler shift is proportional to the speed of the moving object, 

more specifically, to the ratio of the speed of the moving object to the speed of the wave 

propagation. This is why the Doppler effect is experienced firsthand with sound (c = 330 m/s 

in air), but not with light (c ≈ 300,000 km/s). Only astronomical motions provide speeds great 

enough to produce a readily observable Doppler effect.  



 -35-   

It is the Doppler shift frequency that the instruments detect. However, it is the speed of mo-

tion in which we are normally interested. Thus, Equation  3.6 can be rearranged, resulting in 

 
02 f

fc
v d

⋅
⋅

=  ( 3.7) 

where v  speed of particle [m/s] 

fd  detected Doppler shift frequency [Hz] 

c  speed of sound in propagation medium [m/s] 

f0  frequency emitted by transducer [Hz] 

3.2 Principle of Ultrasound-Pulse-Doppler 

In Figure  3-3, we consider an ultrasonic transducer that emits short pulses of frequency f0 and 

remains fixed in a medium where the speed of sound is given by c. A particle moving with 

velocity v will partially reflect the waves back to the transducer if its acoustic impedance is 

different from that of the surrounding medium. 

 

Figure  3-3: Functional principle of ultrasound-pulse-Doppler.  [29] 

The trajectory of the particle forms an angle α, called the Doppler angle, with respect to the 

propagation direction of the ultrasonic waves along the transducer axis. Since only the veloc-

ity component va along the line of measurement contributes to the Doppler shift, one must 

calculate the frequency shift in the flow direction using the cosine of the angle α between the 

flow velocity vector and the transducer axis. 
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According to Equation  3.7, the velocity of the particle can then be expressed as 

 
αα cos2cos 0 ⋅⋅
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f
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v da  ( 3.8) 

where v  speed of particle [m/s] 

va  velocity component along probe axis [m/s] 

α  Doppler angle 

fd  detected Doppler shift frequency [Hz] 

c  speed of sound in propagation medium [m/s] 

f0  frequency emitted by transducer [Hz] 

Information about the position of the particle is given by the echography relationship, which 

relates the distance of the reflector to the time delay between the emission of the wave and the 

echo reception. From the time interval and the speed of sound in the propagation medium, the 

position of the particle can be calculated. 

 
2

tcs ∆⋅
=  ( 3.9) 

where   s  distance of the particle from the transducer [m] 

   ∆t  time delay between pulse emission and reception [s] 

The factor of one half results from the fact that the ultrasonic pulse covers the distance be-

tween transducer and particle twice, thus only half of the time delay ∆t equals this distance. 

If the measurement instrument succeeds in detecting the Doppler shift frequency fd and the 

time delay ∆t, the position and the velocity of the traveling particle can be calculated. To ob-

tain a complete velocity profile, one has to separate the Doppler signal generated by different 

particles along the transmitted ultrasound beam. Instead of measuring the time delay between 

emission and reception, the returning echo signal is sampled at specific time intervals, respec-

tively at a multitude of depths. Each measurement then contains the composite Doppler signal 

from a sample volume at a particular range. The signals from neighboring depths arrive at a 

different time and can be sorted into separate channels, thereby allowing measurement of ve-

locity at a multitude of points along the axis of the ultrasound beam. If this procedure is re-

peated many times, accurate and complete velocity profiles are obtained. 
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3.3 Doppler Angle 

The Doppler angle plays an important role in the calculation of the particle velocity. As seen 

from Equation  3.8, the dependence on the Doppler angle is in the form of a cosine. The cosine 

of the Doppler angle provides the component of the true flow velocity vector projected onto 

the line of measurement. For a given main flow direction, changing the Doppler angle 

changes the size of the detected velocity component va, as Figure  3-4 demonstrates on an ex-

ample of free-surface flow.  

If the propagation direction of the ultrasonic waves and the flow direction are the same, as 

illustrated in Figure  3-4a, the maximum measurable Doppler shift is obtained. If the angle 

between these two directions is non-zero, a less significant frequency shift will occur, as 

shown in Figure  3-4b. This setup is recommended for the measurement of cross-sectional 

velocity profiles. The velocity in the direction of the main flow is then calculated by multiply-

ing the detected velocity component va with the factor 1/cosα. The fact that the detectable 

velocity is limited due to the sampling theorem, which is discussed later in section  3.4, can be 

compensated by selecting a specific Doppler angle at which the measured velocity component 

va fits inside the measurable velocity range. 

 

Figure  3-4: Doppler angle variation for a given flow direction and its effect on the detected velocity component.  

If the reflecting particles travel perpendicular to the measurement line, as shown in Figure 

 3-4c, no flow velocity will be detected since its component va along the line of measurement 

equals zero. However, the latter setup turned out to be the best choice for surface level meas-

urements, in which the position of the water table is recorded over time. Because no echo 

from horizontal movement in the liquid is detected, the up and down movement of the water 

surface becomes visible (see Chapter 5). 
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Speed calculations based on Doppler shift measurements can only be done with knowledge of 

the Doppler angle involved. A central problem is that real flows are usually three-dimensional 

and thus the true direction of the velocity vector remains unknown. If the flow direction is 

known, as in laminar pipe flows, the Doppler angle can be predicted exactly. In addition, one 

must pay attention to avoid wrong calculations when the ultrasonic transducer is fixed outside 

the tube wall. As the waves are refracted at the tube wall, the propagation direction of the ul-

trasonic waves (line of measurement) may deviate from the transducer axis. In such a case, 

the transmission angle can be calculated using Snell’s Law if the speed of sound inside the 

wall material is known precisely. 

Error in the estimation of the Doppler angle is more critical at large angles than it is at small 

ones, because the frequency shift becomes very small at large angles and the system sensitiv-

ity is reduced. Figure  3-5 demonstrates the importance of using the smallest possible Doppler 

angle in performing flow measurements. For example, an uncertainty of ±1° at a Doppler an-

gle of 80° will lead to an error of about 10 % in the calculation of velocity. Thus it is very 

important to accurately determine the transducer angle when obtaining cross-sectional veloc-

ity profiles as in Figure  3-4b. As a rule, the closer the measurement line is to the flow direc-

tion, the more accurate the velocity measurement will be.  

 

Figure  3-5: Effect of Doppler angle error on velocity measurement.  [7] 
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3.4 Signal Sampling 

In the ultrasound-pulse-Doppler system, the emitted ultrasonic waves are pulsed continuously. 

Immediately after emitting a pulse, the transducer is switched into the receive mode to detect 

the returning echo signal. According to the direct piezoelectric effect, the mechanical energy 

of the returning wave is transferred into an electrical voltage. In the subsequent process of 

analog to digital conversion, the analog signal is converted into a digital signal which is then 

stored for further signal processing. After a certain time, which depends on the pulse repeti-

tion frequency and is given by the selected measurement depth, the system switches back to 

the emission mode and the next pulse is emitted by the transducer.  

The object of A/D conversion is to convert the analog signal into a digital representation. This 

is done by sampling the signal at discrete points. These points are usually evenly spaced in 

time, where the time between is referred to as the sampling interval. In pulse Doppler sys-

tems, the sampling interval is given by the time interval between two successive pulse emis-

sions. Hence the sampling rate, given by the inverse of the sampling interval, is equal to the 

pulse repetition frequency. By sampling the echo signal at this specific frequency, the Dop-

pler shift frequency can be reconstructed when enough samples have been taken. 

The choice of the sampling frequency is an important decision. Generally speaking, higher 

frequency content in the analog signal will require a higher sampling rate to reproduce it 

faithfully. In fact, it can be proven mathematically that the sampling rate must be twice the 

highest frequency contained in the analog signal. The highest frequency that can be accurately 

sampled is known as the Nyquist frequency (Harry Nyquist, 1889-1976, Swedish-American 

physicist) and is given by 

 N
s f

f
f =≤

2max  ( 3.10)  

where   fmax  highest frequency content in analog signal [Hz] 

   fs  sampling frequency [Hz] 

The above equation, often referred to as the Nyquist sampling theorem, has a lot of practical 

relevance. For instance, the sampling rate of 44.1 kHz for CD Audio was not chosen ran-

domly. It is somewhat higher than twice the range of human hearing (20 kHz) to guarantee 

excellent music reproduction. 
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The sampling of a sine wave using two different sampling rates is illustrated in Figure  3-6. 

The time steps at which A/D conversion is made are given by the vertical lines beneath the 

signal, while the asterisks on the waveform show the voltages that are sampled. Note that the 

sampling rate in Figure  3-6a is about ten times higher than the highest frequency present in 

the signal and so is about five times the Nyquist rate. The sampled signal is thus a reasonable 

approximation of the analog signal. 

 

Figure  3-6: Sampling of a sine wave using a frequency (a) above and (b) below twice the Nyquist frequency (2fN) 

Figure  3-6b shows the situation that results when the sampling rate is reduced to about 1.2 

times the highest frequency contained in the analog signal. The sampling rate is thus lower 

than the Nyquist frequency, and the sampled signal (dashed line) bears little resemblance to 

the analog signal. The frequency of the sampled signal is much smaller than that of the analog 

signal. This error, known as aliasing, is the result of an improper choice of the sampling rate. 

For a signal frequency that increases linearly we will detect a frequency, which behaves as 

shown in Figure  3-7. The frequency starts from zero, but when it increases above fN, it will be 

sampled to a negative frequency at -fN. Each time the frequency of the sampled signal passes 

the Nyquist frequency, it is folded back in the low frequency region. The consequence for 

pulse Doppler applications is obvious: the maximum detectable Doppler shift frequency is 

limited. 

 

Figure  3-7: Backfold of detected frequency due to aliasing.  [25] 
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3.5 Measurable Depth and Measurable Velocity 

With velocity profile measurements, the pulse repetition frequency, equal to the sampling 

rate, is regulated by the position of the measurement window. To be more precise, it depends 

on the measurement depth, which is selected by the operator. To avoid range ambiguities, the 

echo signal from the most distant particle must be received before the next pulse is emitted. 

Thus the time interval between two successive pulse emissions is governed by the time that is 

required to cover the measurement depth twice, as given by the echography relationship. The 

maximum value of the pulse repetition frequency is then 

 
max2 s

cf prf ⋅
≤  ( 3.11)  

where fprf  pulse repetition frequency [Hz] 

c  speed of sound in propagation medium [m/s] 

smax  measurement depth [m] 

The pulse repetition frequency is set automatically when the position of the measurement 

window is changed by the operator. The Nyquist sampling theorem now mandates that the 

pulse repetition frequency must be twice the highest frequency to be measured. In the case of 

pulse Doppler systems, it is the Doppler shift frequency that is detected to calculate the target 

velocity. According to Equation  3.10, the detectable Doppler shift frequency becomes 
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where   fd  detectable Doppler shift frequency [Hz] 

If the measurable Doppler frequency is limited, the maximum velocity that is calculated from 

the Doppler shift is limited too. With the previous two equations and Equation  3.7, the maxi-

mum measurable velocity becomes 
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where vmax  maximum measurable velocity [m/s] 

f0  frequency emitted by transducer [Hz] 
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For a given frequency we have to make a compromise between measurable depth and meas-

urable velocity. By reducing the transducer frequency, faster velocities can be perceived at the 

same measurement depth. However, due to the fact that the size of a single measurement vol-

ume depends on the ultrasonic wavelength, spatial resolution will be reduced. Figure  3-8 

demonstrates the relationship between measurement depth and measurable velocity for com-

mon operating frequencies. The numbers were calculated for water (c = 1480 m/s) and a Dop-

pler angle of zero degrees, thus applying to an experimental setup as shown in Figure  3-4a. 

 

Figure  3-8: Relationship between measurement depth and measurable velocity for common working frequencies. 

The problem of limited velocity range is the main drawback of ultrasound-pulse-Doppler. 

Unfortunately, velocities encountered in experimental hydraulics are often faster than the 

measurable velocities in Figure  3-8 and thus produce aliasing. When aliasing occurs, veloci-

ties beyond the measurable value appear to wrap around to opposite the flow direction. To 

avoid this phenomenon, the operator must extend the velocity range by choosing a measure-

ment setup with non-zero Doppler angle, as displayed in Figure  3-4b. The measurable veloc-

ity is then scaled with the factor 1/cosα. Figure  3-9 and Figure  3-10 illustrate how the velocity 

range can be extended with increasing Doppler angle. For best possible velocity resolution, 

one should choose a Doppler angle that closely fits to the expected velocity.  
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Figure  3-9: Measurable velocity for an operating frequency of 2 MHz as a function of the Doppler angle α. 

 
Figure  3-10: Measurable velocity for an operating frequency of 4 MHz as a function of the Doppler angle α. 
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The second method of extending the velocity range is to ignore the direction of flow. Usually, 

the flow direction is detected with the Doppler shift: a positive frequency shift occurs when 

the traveling particles move toward the transducer, while a negative frequency shift is caused 

by receding particles. The detected frequency is then converted into an 8-digit binary number 

for data processing. To indicate whether the frequency shift is positive or negative, one bit is 

required for sign detection. The velocity range is identical for positive and negative velocities, 

with the maximum measurable value given by Equation  3.13. 

If the sign detection is ignored, more data bits are available to stand for either a positive or a 

negative frequency shift. The aliasing phenomenon can be corrected during data processing, 

because the backfolded frequencies can be identified. The maximum measurable velocity is 

thereby doubled and given by 
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⋅⋅
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where vmax  maximum measurable velocity without sign detection [m/s] 

Particularly when the flow direction is known to be unidirectional along the line of measure-

ment, it is very useful to ignore the sign detection and thus double the measurable velocity. 

Some instruments (Signal Processing) allow for selection different ranges for positive and 

negative values without losing information about the flow direction. 

3.6 Measurement Window 

The ability to establish the velocity at many separate points along the line of measurement 

represents the key feature of the pulse Doppler technique. The positions of these measurement 

volumes, their size and their distance from each other can be selected by the operator within 

certain limits. The implications of this are clear: flow at different depths or at different points 

within the test medium can be selectively monitored. Figure  3-11 presents a graphic illustra-

tion of the measurement window and its position inside the main lobe of the ultrasonic beam. 

Because the echo signals from different sample volumes are stored in separate signal chan-

nels, the term channel is frequently used to describe a single measurement volume. The width 

of the measurement window is then defined as the distance between channel 0 (start channel) 

and channel 127 (end channel). 
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Obviously, the position of the measurement window is limited by the minimum and maxi-

mum depth. The minimum measurable depth is ruled by the time the system needs to switch 

from transmission mode to receive mode and cannot be set by the operator. Typically, the 

minimum measurable depth is less than 5 mm. However, due to the oscillating sound pressure 

amplitude in the near-field of the ultrasonic beam, the Doppler shift may not be obtained cor-

rectly if the measurement window starts at the minimum depth. In this case it is recommended 

to move the window a few millimeters away from the transducer. 

 

Figure  3-11: Terms related to the measurement window and their position inside the ultrasonic beam.  [19] 

The maximum depth is set by the operator according to the region of interest. Considering the 

relationship between measurement depth and measurable velocity, given by Equation  3.13, 

one should choose the smallest possible depth. The maximum depth determines the pulse 

repetition frequency, given by Equation  3.11, and therefore influences the temporal resolu-

tion, defined as the time between two measured velocity profiles.  

The basic concept of how pulse Doppler systems can detect the position of reflecting particles 

inside the measurement window is related to the process of range gating. In looking for the 

return echo signals, the Doppler system samples only those signals occurring in a narrow time 

window after each transmitted pulse, called a range gate. At an operator-selected time (depth) 

after pulse transmission, the range gate opens and the echo signals are recorded in the subse-

quent sampling process. An instant later, the range gate closes, and the next pulse is emitted 

after the current pulse has passed the maximum depth. The duration of the range gate deter-

mines the range of depths interrogated in the Doppler measurement und thus defines the width 

of the measurement window. 
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To obtain a complete velocity profile, one must sample the gated echo signal at specific times 

separated by the time interval ∆ts, as Figure  3-12 depicts. Due to the echography relationship, 

the delay time ∆ti between pulse emission and time of sampling is proportional to the location 

of the observed region. If this delay time remains fixed over all pulse emissions, the Doppler 

frequency can be reconstructed for a specific volume in space. 

To separate the echo signals generated by different particles, the samples are stored in indi-

vidual signal channels, each one representing a sample volume at a particular range. The time 

interval ∆ts between two channels determines the distance of adjacent sample volumes (chan-

nel distance), while the size of a sample volume (channel width) is governed by the length of 

the ultrasonic pulse tp.  

 

Figure  3-12: Sampling of the gated echo signal at specific times separated by the time interval ∆ts.  [5] 

To reconstruct the Doppler frequency correctly, more than one sample is required. Since the 

returning echo is sampled at each pulse transmission, velocity profile measurements can only 

be obtained after multiple pulse transmissions, the minimum being eight pulse repetitions. 

The sampling interval is then given by the time interval ∆tprf between two successive pulse 

emissions. The time interval ∆tprf, which is the inverse of the pulse repetition frequency, and 

the number of pulse repetitions used in the Doppler shift calculation determine the temporal 

resolution of the velocity profile measurements.  
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3.7 Spatial Resolution 

Spatial resolution is defined as the ability to distinguish between two closely spaced objects. 

In pulse Doppler systems, it is given by the size of a single measurement volume. The smaller 

the volume size, the better the spatial resolution. A high spatial resolution is important when, 

for example, flows in small pipes are investigated. A disadvantage of high spatial resolution is 

that with small sample volumes only a few particles move through the volume and contribute 

to the frequency shift associated with that volume. If the particle concentration in the test me-

dium is not sufficient to generate significant echo, it can help to increase the size of the sam-

ple volumes at the cost of decreased spatial resolution. 

The shape of a sample volume (channel) is depicted in Figure  3-11. Because of the beam di-

vergence, the sample volume bears a resemblance to a diverging truncated cone. However, 

within its height, the variation in cross-sectional area is so small that the measurement volume 

can be approximated by a cylindrical slab. The diameter of the measurement slab is propor-

tional to the width of the main lobe, which is a function of both transducer diameter and oper-

ating frequency. The height of the sample volume (channel width) is proportional to the 

length of the transmitted ultrasonic pulse, due to the echography relationship.  

 
2

0 cycn
w

⋅
=

λ
 ( 3.15) 

where w  channel width [m] 

λ0  acoustic wavelength [m] 

ncyc  number of cycles per pulse [-] 

Echoes received from particles that lie within the measurement volume are associated with the 

center of that volume. The channel distance is then defined as the distance between these 

midpoints. Channel distance can be chosen from pre-selected multiples of the ultrasonic 

wavelength, while the channel width is set by selecting the number of cycles per pulse. 

It is important to keep in mind that the size of the measurement volume does not depend on 

the channel distance, but on the number of cycles per pulse. Hence the spatial resolution in-

creases with decreasing the number of cycles per pulse. However, the company Met-Flow 

suggests using a minimum of 4 cycles per pulse, because with shorter pulses, the shape of the 

ultrasonic beam deteriorates and echo generation becomes difficult. 
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By increasing the number of cycles per pulse, the channel width increases but not the channel 

distance. Consequently, two adjacent measurement volumes might start to overlap, as dis-

played in Figure  3-13b. In that case, the obtained velocity profile is smoothed, because parti-

cles in the overlapping region are associated with both neighboring channels. Overlapping can 

be critical for flows with strong variations in the velocity gradient. 

 

Figure  3-13: Relationship between channel width and distance. Regular (a) and overlapping (b) volumes.  [19] 

To avoid overlapping situations, the channel width must be set smaller than the channel dis-

tance, as shown in Figure  3-13a. When both parameters are equal, the sample volumes are 

adjacent to each other without overlapping. In this case all particles which enter the observed 

region contribute to the detected echo signal, and the obtained velocity profile covers the 

measurement window entirely. The latter situation should be favored. 

Typical values for measurement in water (c = 1480 m/s) are given in Table  3-1. Met-Flow 

instruments allow a selection from an even number of cycles from 2 to 32. The channel dis-

tance can be chosen from multiples of the ultrasonic wavelength. 

f = 0.5 MHz
λ = 2.96 mm

f = 1 MHz
λ = 1.48 mm

f = 2 MHz
λ = 0.74 mm

f = 4 MHz
λ = 0.37 mm

f = 8 MHz
λ = 0.19 mm

2 2.96 1.48 0.74 0.37 0.19
4 5.92 2.96 1.48 0.74 0.38
6 8.88 4.44 2.22 1.11 0.57
8 11.8 5.92 2.96 1.48 0.76

16 23.7 11.8 5.92 2.96 1.52
24 35.5 17.8 8.88 4.44 2.28
32 47.4 23.7 11.8 5.92 3.04

Cycles/Pulse
[-]

Channel Width [mm]

 

Table  3-1: Spatial resolution, i.e., channel width, as a function of cycles per pulse and operating frequency. 
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3.8 Velocity Resolution 

The velocity resolution is defined as the smallest change in velocity that can be detected by 

the pulse Doppler system. The velocity resolution is determined by the number of bits that are 

used when the detected frequency is stored for data processing and by the maximum detect-

able velocity. Doppler systems currently in use convert the detected frequency into an 8-digit 

binary number. Since each digit of a binary number can take a value of either 0 or 1, an 8-bit 

number can stand for one of 28 = 256 values, representing the integers from 0 to 255. 

Generally, the Doppler shift detects the flow direction: a positive Doppler shift occurs when 

the traveling particles move toward the transducer, while a negative frequency shift occurs 

when the particles are receding. To indicate whether the frequency shift is positive or nega-

tive, one bit is required for sign detection. Consequently, only 7 bits are left for the velocity 

value. With the maximum measurable velocity given in Equation  3.13, the velocity resolution 

for bidirectional flow is 

 
127

maxv
v =∆  ( 3.16) 

where ∆v  velocity resolution [m/s] 

vmax  maximum measurable velocity [m/s] 

The number 127 originates from 27 = 128 values, with 127 intervals in between. Given this, 

we can derive that the velocity resolution is 1/127 of the maximum measurable velocity, or 

0.8 %. For practical measurement, this number holds true under the condition that the maxi-

mum velocity actually detected is equal to the maximum measurable velocity. If the detected 

velocity is much smaller than the measurable value, for instance, because the Doppler angle 

was chosen without careful consideration, the actual resolution will clearly be reduced. 

With sign detection ignored, all 8 data bits are available to represent the detected frequency 

shift. The velocity resolution is then given by 

 
255

maxv
v =∆  ( 3.17) 

In truth, the velocity resolution remains unchanged, because the maximum measurable veloc-

ity vmax doubles without sign detection, as indicated in Equation  3.14. 
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Figure  3-14 displays the difference between high and low velocity resolution. Figure  3-14a 

represents a sample profile obtained under the condition that the detected maximum velocity 

is equal to the maximum measurable value. The profile is then composed of 128 different data 

points. In contrast, Figure  3-14b shows a profile where the measurable velocity is ten times 

higher than the detected velocity maximum. The profile is composed of only 12 different data 

points, resulting in a poor representation of the investigated flow. 

 

Figure  3-14: Effect of high (a) and low (b) velocity resolution. 

In the latter case, the velocity resolution can be improved by altering the Doppler angle. Since 

the maximum measurable velocity depends on this angle, as shown in Figure  3-9 and Figure 

 3-10, the velocity range can be adapted to correspond to the expected maximum velocity. 

3.9 Temporal Resolution 

The temporal resolution is given by the minimum time between two measured velocity pro-

files. It depends on the time the system needs for data acquisition and frequency shift compu-

tation, as displayed in Figure  3-15. The temporal resolution is not influenced by the time re-

quested for data storage and profile display, since this process can be done simultaneously. 

 

Figure  3-15: Timing of velocity profile measurements with multitasking operating system (Windows NT).  [19] 
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Figure  3-15 shows the timing of velocity profile measurements with the UVP-Monitor model 

XW (Met-Flow), operating under Windows NT. Due to the multitasking capability of Win-

dows NT, digital signal processing (DSP) remains uninfluenced by the process of profile stor-

age and display. However, velocity profile measurements cannot be displayed in real-time. 

The refreshing frequency of the screen is usually lower than the frequency at which the pro-

files are obtained, thus some profiles are regularly skipped. Nevertheless, the profile data is 

not lost because the calculated values are stored in an internal buffer before the data is saved 

into a file. 

The temporal resolution is influenced by the data acquisition time. Since the Doppler shift 

frequencies can be calculated from several samples only, more than one pulse transmission is 

necessary to obtain a velocity profile. The required time to measure a velocity profile is then 

controlled by the number of pulse emissions per profile. Hence the data acquisition time of 

one profile depends on the pulse repetition frequency and on the number of pulse repetitions 

used for the Doppler shift calculation. 

The data processing time is very short (only a few milliseconds), and thus usually negligible 

compared to the time for data acquisition. Thus the temporal resolution can be approximated 

by the data acquisition time and is given by 

 
c

sn
f
n

t rep

prf

rep
theor

max2 ⋅⋅
=≈∆  ( 3.18) 

where ∆ttheor  theoretical temporal resolution [s] 

nrep  number of pulse repetitions per profile [-] 

fprf  pulse repetition frequency [Hz] 

c  speed of sound in propagation medium [m/s] 

smax  measurement depth [m] 

The pulse repetition frequency is governed by the measurement depth, while the number of 

pulse repetitions is directly chosen by the operator. Consequently, high temporal resolution is 

obtained with short measurement depth and low numbers of repetitions per pulse.  

During measurement, Met-Flow software is able to predict an average value for the temporal 

resolution, with a claimed accuracy of ±1 ms. Additionally, each profile is stored with a time 

stamp, which helps to identify the actual time interval between two measured profiles.  
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Figure  3-16: Temporal resolution as a function of measurement depth and pulse repetitions per profile. 

The relationship between temporal resolution, measurement depth, and number of pulse repe-

titions used for Doppler shift calculation is shown in Figure  3-16. The numbers were calcu-

lated for water (c = 1480 m/s). Met-Flow instruments allow a selection of the number of pulse 

repetitions anywhere from 8 to 128. However, with few pulse transmissions, some points of a 

profile may be missing when the particle concentration inside the test medium is low. Conse-

quently, the company Met-Flow suggests 32 repetitions per pulse to obtain complete profiles 

during measurements. 

3.10 Measurement Equipment 

Two companies located in Lausanne, Switzerland, provide the instrumentation for ultrasonic 

velocity profile measurements: Met-Flow manufactures the UVP-Monitor series, while Sig-

nal-Processing fabricates the DOP velocimeter. Both companies also distribute ultrasonic 

transducers made by third-party manufacturers to offer a complete measurement system. 

From an objective point of view, the two systems differ insignificantly, and the author would 

like to emphasize that his considerations apply to the measurement technique in general and 

not to a specific device. 
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However, the measurement equipment that was used for this thesis came from Met-Flow, and 

many terms used here are related to this specific device. Figure  3-17 shows the UVP-Monitor 

model XW-3-PSi, which is currently in use at the Hermann-Grengg Laboratories Graz. The 

system consists of the main unit with integrated keyboard and display, and the ultrasonic 

transducers with cables. The main unit has a compact form and can easily be transported. 

Since all measurement parameters are set via software, the main unit does not have any con-

trolling elements. 

 

Figure  3-17: UVP Monitor model XW-3-PSi. Main unit (left) and 4-MHz transducer (right).  [19] 

The transducers are connected to the main unit via an integrated multiplexer at the back. In-

struments with a multiplexer allow operation of up to 20 different transducers quasi-

simultaneously, under the condition that all transducers work with the same frequency. Using 

the supplied software, the arrangement of transducer operation, the timing sequence, and 

many more parameter can be selected. With multiplexer mode, flow fields can be monitored 

in three dimensions, for example, to validate computer simulations  [4]. An external multi-

plexer box is also available to upgrade existing systems without an integrated multiplexer. 

The main unit is able to work with a set of three different operating frequencies (2/4/8 MHz). 

This allows greater flexibility considering the scale of the investigated models. Low frequen-

cies are best used for large-scale applications due to the good propagation characteristics. 

These applications include large tanks, river models, or flumes. High operating frequencies 

are best used for small scale models, because they offer excellent spatial resolution. These 

applications include flow through pipes with small diameter or in narrow channels. Other con-

figurations of working frequencies (1/2/4 MHz or 0.5/1/2 MHz) are available as well. 
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The UVP-Monitor is basically a conventional PC that operates under Windows NT. Thus it 

can be integrated into an existing network using a built-in Ethernet card with BNC connector. 

By installing software via network, the UVP-Monitor turns into a customized device. For ex-

ample, an external ZIP-drive can be installed to store the obtained profile data on a separate 

medium. Of course, the built-in 3.5" floppy disk drive can be used as well. However, the most 

comfortable and quickest way to exchange measurement data is to operate the main unit in a 

computer network. 

The actual measurement process is controlled by the supplied software. The user may modify 

the emitting frequency, the position of the measurement window, the size and distribution of 

the sample volumes, and many other parameters. These additional software parameters are 

explained in the User’s Guide, which is provided with the UVP-Monitor. Once the measure-

ment has finished, the obtained data can be reviewed and analyzed with separate software. For 

example, the flow rate can be computed for either a parallel or a circular geometry. The ob-

tained profile data can also be imported into other applications, such as Microsoft Excel. 

A sample screenshot from the online software is shown in Figure  3-18. The window is domi-

nated by the online display of the measured data. The parameters that control the measure-

ment can be found at the bottom and to the right of the program window.  

 

Figure  3-18: Sample screenshot of UVP-XW online software (version 2.1). 
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4 Investigation of Pipe Flow 

One remarkable advantage of the ultrasound-pulse-Doppler method is the option of measuring 

velocity profiles non-intrusively. To test this feature and to attain practical experience in deal-

ing with the method of ultrasonic velocity profile measurements in general, the author was 

given the opportunity to investigate a hydraulic scale model of an inverted siphon.  

The main purpose of the experiments was to find out how pipe flow could be studied by 

means of velocity profile measurements. In addition, the author was expected to become fa-

miliar with the UVP-Monitor software and other computer programs in order to analyze the 

obtained data. This chapter presents the results of the experiments conducted, with special 

emphasis on providing information for future design of pipe flow studies. 

The investigation of pipe flow was performed on the test model “Düker Oitenbach”. This in-

verted siphon model had previously been used for a hydraulic test of the flood discharge ca-

pacity of the prototype, which was designed to convey the river Oitenbach under a depressed 

highway. In addition, sediment transport behavior was simulated to examine if the velocity of 

flow in the pipes was fast enough to prevent particle deposition. The model included the inlet 

and outlet structures, the three pressure conduits of various diameters, and adjacent headwater 

and tailwater areas, as shown in Figure  4-1.   

 

Figure  4-1: Inverted siphon model "Düker Oitenbach" as viewed in flow direction.  [10] 
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4.1 General Test Setup 

The pipes were assigned with numbers from one to three according to size, starting with the 

smallest pipe. The numbers are displayed in the right photograph of Figure  4-2 and are used 

to refer to the intended pipe. The photographs reveal that each of the three pipes has a differ-

ent diameter. This special design ensures that the velocity of flow will exceed the critical ve-

locity of sedimentation even in the case of regular discharge. In a single-pipe inverted siphon, 

the velocity inside the pipe would only be fast enough for high flood discharges. With a 

multi-pipe inverted siphon, the discharge is separated at the inlet structure according to the 

headwater level. 

 

Figure  4-2: Test pipes, numbered 1 to 3 (according to size). Overview (left) and close-up of elbows (right).  [10] 

The pipes were manufactured from Plexiglas. Because of a practical choice of model scale 

(1:8.13), two of the three Plexiglas pipes were available off the rack. Only pipe 3 and the re-

maining elbows had to be manufactured at the laboratory workshop. Table  4-1 contains the 

cross-sectional dimensions of the Plexiglas test pipes. The workshop-manufactured pipe can 

be recognized by its larger wall thickness and by a lateral seam resulting from the manufactur-

ing process. 

Prototype Internal External
1 500          62          70          4
2 1400          172          180          4
3 2000          246          256          5

Pipe
Number

Diameter [mm] Wall
Thickness [mm]

 

Table  4-1: Cross-sectional dimensions of the Plexiglas test pipes. 
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The flow conditions were investigated at various discharges to measure velocity profiles at 

different flows. Table  4-2 lists the expected flow rates and average velocities for the dis-

charges that were tested. The numbers in the table below are based on the assumed flow dis-

tribution among the three pipes. This distribution was estimated in advance by the designer of 

the inverted siphon  [12]. We see that the expected average velocities range from 0.11 m/s to 

0.72 m/s. The fact that zero flow occurs in pipe 2 and 3 for small loads is explained below. 

Flow
[l/s]

Velocity
[m/s]

Flow
[l/s]

Velocity
[m/s]

Flow
[l/s]

Velocity
[m/s]

MQ 1.06 1.06 0.35 - - - -
HQ 1 4.24 1.27 0.42 2.97 0.13 - -
HQ 10 15.9 1.01 0.33 9.55 0.41 5.36 0.11
HQ 30 26.5 1.06 0.35 9.92 0.43 15.6 0.33

HQ 100 50.9 1.54 0.51 15.4 0.66 34.0 0.72

Pipe 3Pipe 1Load
Case

Total
Discharge

[l/s]

Pipe 2

 

Table  4-2: Expected flow rates and average velocities in the inverted siphon pipes for tested discharges.  [12] 

Due to the special design of the intake structure of the inverted siphon (sideweir with a con-

verging U-shaped geometry and two lateral outlets), the river discharge is separated according 

to the headwater level, as shown in Figure  4-3. At low discharge, water passes only through 

the small pipe between the two lateral sideweir outlets (left photograph). With increasing flow 

rate, the headwater level exceeds the lower crest of the sideweir and the water starts to flow 

through pipe 2 on the left bank side (right photograph). At high discharges pipe 3 on the right 

bank side is activated after the headwater level has exceeded the highest sideweir crest and all 

three pipes are active.  

 

Figure  4-3: Inlet structure of the inverted siphon at low (left) and medium (right) discharge conditions.  [10] 
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4.2 Measurement Planes 

The desire to measure cross-sectional velocity profiles is in general hindered by the fact that 

the velocity of the axial flow component cannot be detected with zero angle of incidence. 

However, by selecting a small angle of incidence, the axial velocity can be estimated from the 

data obtained. In addition, with non-intrusive measurement, the loss of sound pressure to re-

flection has to be considered when selecting the measurement angle. As the angle of incidence 

increases, more sound pressure is lost at the pipe wall. 

As a compromise, the flow inside the pipes was investigated by placing the ultrasonic trans-

ducer on the pipe wall at an incident angle of 10° from the normal, as shown in Figure  4-4a. 

Each of the test sections was then divided into four measurement planes, which were evenly 

distributed over the circumference of the pipe wall, as displayed in Figure  4-4b. This setup 

was inspired by the thesis of Peter Imitzer, who investigated the flow fields in a triple-

distribution pipe (trifurcator) using a Laser-Doppler Anemometer (LDA)  [11]. 

 

Figure  4-4: Positioning of the transducer (a) and measurement planes as viewed in the direction of flow (b). 

Four measurement planes were used so that the true direction of the velocity vector at one 

spatial point could be reconstructed. Since we construct a three-dimensional velocity field, 

profile data from a minimum of three different positions is required to calculate the velocity 

vector at the intersection of the three profiles. 
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At small angles of incidence, the effect of angle uncertainty increases rapidly, as shown in 

Figure  3-5. Thus the accurate determination of the measurement angle is of major importance 

when conducting through-the-wall measurements. In our experiments, the transducer angle 

was precisely determined by a special mounting, which was manufactured at the laboratory 

workshops. As shown in Figure  4-5, the support was fixed in place with springs that were 

wrapped around the pipe. Because of the springs, the mounting could easily be attached and 

removed..  

 

Figure  4-5: Support for fixing the transducer on the pipes. 

To obtain a suitable amount of profile data, seven test sections on each pipe were investi-

gated. The positions of the test sections along the pipes are shown in Figure  4-6. Normally the 

transducer was attached to the pipes facing in the direction of the flow. An exception had to 

be made downstream from the two elbows, where the transducer faced toward the flow be-

cause of lack space for the support. 

 

Figure  4-6: Position of test sections along the pressure pipes of the inverted siphon. 
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4.3 Particle Seeding 

One constraint of the ultrasound-pulse-Doppler method is that it completely relies on echo 

signals from reflecting particles suspended in the test medium. The obtained measurement 

results are generally not satisfying if the particle concentration in the test medium is insuffi-

cient or if the particle size is too small compared to the ultrasonic wavelength. Most of the test 

liquids fulfill the above requirements, but sometimes it is desirable to increase the signal-to-

noise ratio by adding reflecting particles to the test medium. Another possibility would be to 

increase the size of the measurement volume by selecting a higher number of cycles per pulse 

or to reduce the operating frequency of the measurement system. 

In pipe flow measurement, the intensity of the ultrasonic waves is additionally reduced at the 

boundaries between coupling gel, pipe wall, and test medium. This property of the system 

makes it even more difficult to obtain complete velocity profiles at each instant. The test 

phase of our experiments revealed that water from the circulating system of the laboratory 

was not sufficiently contaminated with particles. Therefore, we decided to improve the meas-

urement situation by seeding with heterogeneous sediment. The grain size in the sediment 

ranged from 0.006 mm to 1.0 mm in order to match the suggestion made by the company 

Met-Flow (diameter d ≥ λ/4 = 0.09 mm). The sediment was added at the inlet structure of the 

inverted siphon model by a sediment feeder, shown in Figure  4-7. 

 

Figure  4-7: Sediment feeder used for flow seeding.  

The disadvantage of the seeding process was the effect of particle sedimentation in the pipes. 

To avoid any disturbance on the measured velocity profiles, the stoplog gates at the inlet 

structure were closed during measurement breaks. After the gates were opened again, the flow 

velocity increased rapidly and the surge removed the deposited particles. 
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4.4 Software Parameter 

The instrumentation that was used for the pipe flow experiments was supplied by Met-Flow. 

The main unit UVP-Monitor XW-3-PSi was operated with a 4-MHz transducer (type TN4-5-

8). The measurement process was controlled by the UVP-XW 1.0 program provided with the 

UVP-Monitor. After the experiments had been finished, the software was updated, and the 

obtained profiles were reviewed and analyzed with the program UVP-MFX 2.0. The screen-

shots in this thesis were taken from the latest software version (version 2.1). 

Since all parameters for velocity profile measurements are manipulated via software, knowl-

edge about the parameter settings is important to assess the obtained results. After a test 

phase, in which the software parameters were entered in a multitude of possible combinations, 

the following settings were believed to yield the best results. One fundamental parameter not 

listed in Table  4-3 is the speed of sound, which depends primarily on the temperature of the 

test medium. The water temperature was measured several times a day, and was found to re-

main almost constant at 20° C (c = 1480 m/s). 

First Ch
[mm]

Ch Dist
[mm]

End Ch
[mm]

Max Dep
[mm]

Cyc/Pulse
[-]

NL
[-]

Rep/Prof
[-]

Start
[-]

End
[-]

1 4.4 0.74 99.2    104 4 0 128 3 6
2 4.4 1.48 193.9    200 4 4 128 4 7
3 4.4 2.22 288.6    296 4 2 128 5 7

RF GainWindow Parameters Signal ParametersTest
Pipe

 
Table  4-3: Software parameters as applied to the pipe flow experiments with UVP-XW 1.0 program.  

The size of the measurement window was adjusted so as to investigate a complete velocity 

profile by altering the channel distance (Ch Dist). The maximum depth (Max Dep) was set to 

the smallest possible value. The pulse length was set to the recommended minimum of four 

cycles per pulse (Cyc/Pulse) to achieve high spatial resolution. Because of the excellent sig-

nal-to-noise ratio due to particle seeding, the noise level (NL) filter was set very low. The 

number of profile repetitions (Rep/Prof) was increased to improve the estimates of the meas-

ured velocity. The corresponding reduction of temporal resolution lead to no disadvantages, 

because the examined flow was sufficiently steady. The best possible settings for the time-

dependent amplification of the echo signal (RF Gain) were found through trial and error. 
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The software parameters determined the spatial and temporal resolution of the attained profile 

data as well as the velocity resolution. These important parameters are summarized in Table 

 4-4. The numbers were calculated with the well-known formula from the third chapter, except 

for the temporal resolution ∆tmeas, which was computed by the UVP-MFX 2.1 review program 

from the profile time stamps.  

Velocity
∆v

[mm/s]

Spatial
w

[mm]

Temporal
∆ttheor
[ms]

Temporal
∆tmeas

[ms]
1 3.81 30 0.74 18 55
2 1.97 16 0.74 35 36
3 1.33 10 0.74 50 52

Measurable
Velocity

vmax
[m/s]

Test
Pipe

Resolution

 
Table  4-4: Measurable velocity and resolution (temporal, spatial, velocity) for the pipe flow experiments. 

The difference between theoretical and actual temporal resolution is usually caused by addi-

tional data processing time, which is required by the noise level filter algorithm. However, the 

measured time interval between two velocity profiles does not correspond to the settings of 

the noise level filter, as Table  4-4 illustrates. The most additional time was required by a noise 

level of zero (pipe 1), while the smallest difference between theoretical and measured resolu-

tion resulted from noise level set to four (pipe 2). An explanation for this discrepancy cannot 

be given. We suggest to make sample measurements in order to find out the actual temporal 

resolution. If the software parameters remain unaltered, a once computed resolution will apply 

to the subsequent measurements as well. 

Another important parameter displayed in Table  4-4 is the measurable flow velocity in axial 

direction. At first glance, the measurable velocity is far above the expected velocity maximum 

of 0.72 m/s (Table  4-2), but one must consider that the expected velocity is only an averaged 

value based on the equation of continuity. Peak velocities in pipe 3 were expected to be much 

faster, and so the velocity range was almost doubled to 1.33 m/s by selecting the correspond-

ing angle of incidence according to Figure  3-10. 

An incident angle of 10° was used on all three pipes because we decided not to modify the 

transducer mounting during measurement. Retrospectively, it would have been better to adapt 

the incident angle for each pipe. The velocity range for pipe 1 and pipe 2 did not correspond 

appropriately to the expected flow velocities, thus the velocity resolution decreased notably. 
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4.5 Validation of Transmission Angle 

The key feature of the ultrasound-pulse-Doppler method is the ability to establish a complete 

velocity profile along the line of measurement. Knowledge about the exact position of this 

measurement line is fundamental for the correct interpretation of the obtained profiles. Usu-

ally, the measurement line coincides with the transducer axis, but if the ultrasound beam is 

refracted at an interface, the propagation direction changes. With pipe flow measurement, the 

ultrasonic waves are refracted twice while passing through the pipe wall, as shown in Figure 

 4-8. The transmission angle θ3 then defines the position of the measurement line inside the 

pipe. 

 

Figure  4-8: Refraction of ultrasound at the pipe wall. General case (a) and test situation (b).  

With Snell’s Law, the angle of transmission can be derived from the angle of incidence and 

the acoustic velocities in the couplant and the test medium. The transmission angle is given by 

 







⋅= −

1
1

31
3 sinsin θθ

c
c

   ( 4.1) 

where θ1,, θ3  angle of incidence and transmission angle 

c1, c3  speed of sound in respective media [m/s] 

Clearly, the angle of transmission becomes equal to the angle of incidence if the sound speeds 

in the two media are identical (c1 = c3). In our experiments we used water-based coupling gel 

by the company Dahlhausen (Catalogue No. 93.050.00.444). Consequently, the angle of 

transmission was equal to the angle of incidence, and the line of measurement remained paral-

lel to the transducer axis, as shown in Figure  4-8b.  



 -64-   

The position of the line of measurement can usually be estimated by moving a wire across the 

ultrasonic beam, while monitoring the echo signals on an oscilloscope. In pipes, this method 

is difficult to execute. However, there is a relationship between transmission angle, line of 

measurement and pipe diameter, as shown in Figure  4-9a.  

 

Figure  4-9: Relationship between transmission angle, measurement line and pipe diameter. 

Under the condition that the distance x along the measurement line can be estimated, the 

transmission angle can be computed by the formula 

 





= −

x
di1

3 cosθ  ( 4.2) 

where   θ3  transmission angle 

   di  internal diameter of pipe [mm] 

   x  distance between pipe walls [mm] 

The above equation holds true for a lateral incident angle of 90°, as shown in Figure  4-9b. 

In practice, the method lacks accuracy due to the limited spatial resolution of ultrasonic veloc-

ity profile measurements. Error in determining the distance between the pipe walls then leads 

to large alterations in transmission angle, as shown in Table  4-5. Consequently, this method is 

not suitable to validate the actual position of the measurement line.  

Internal 
Diameter

di [mm]

Number of 
Channels

[-]

Spatial 
Resolution

[mm]

Resulting 
Distance x

[mm]

Transmission 
Angle θ3

[°]
84 62.16 4.1             
85 62.90 9.7             
86 63.64 13.0             

62 0.74

 
Table  4-5: Effect of limited spatial resolution on the determination of the transmission angle for pipe 1. 
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4.6 Turbulent Flow and Velocity Average 

The method of ultrasound-pulse-Doppler is able to measure velocity profiles in a very short 

amount of time. However, it is recommended to investigate flow over a longer period to ob-

tain more information about flow patterns. In turbulent flow, for instance, the detected veloc-

ity changes with time as a consequence of flow fluctuations. These fluctuations are caused by 

the random movement of fluid particles shown in Figure  4-10a.  

 

Figure  4-10: Random particle movement (a) in turbulent flow causes velocity fluctuation over time (b). [18]  [24] 

Turbulent flow is characterized by the fact that countless, irregular secondary components are 

superimposed on the principal motion of the fluid. When such flow takes place in a pipe, only 

the average motion of the fluid is parallel to the axis of the tube. A graph of velocity versus 

time at a given position in the pipe would appear as in Figure  4-10b. The measured velocity is 

denoted u = u' + ū, where ū indicates the mean time-averaged velocity. We observe that the 

instantaneous velocity is in continual fluctuation, but if the flow is steady, an average of the 

velocity, taken over a sufficient time interval, is constant in magnitude and direction. These 

mean time-averaged velocities are characteristic of the given pattern of flow. 

For simplicity, we call the mean time-averaged velocity the mean time velocity, in contrast to 

the average velocity, computed from the equation of continuity. 

The velocity profiles presented in this chapter are in fact mean time velocities, which were 

computed from a multitude of single velocity measurements (n = 1024). The mean time aver-

age was calculated with the UVP-MFX review program, which offers several methods to 

compute average velocities. The operator can chose whether all data are included in the com-

putation (All), or zero velocity remains excluded (Zero). He or she can include only positive 

(Positive) or only negative (Negative) velocities. Finally, a phase average can be calculated 

by selecting a specific number of cycles (Phase). 
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The decision about which kind of average is to be used should not be made thoughtlessly. A 

general recommendation is to exclude zero velocity by opting for the Zero average. Zero ve-

locity at a given point usually indicates that the measurement instrument was unable to estab-

lish the velocity, perhaps because of insufficient particle concentration in the measurement 

volume. These echo dropouts would distort the mean time average if they were included in 

the profile computation, as shown in Figure  4-11 and Figure  4-12. The discrepancy between 

Zero average and All average diminishes for excellent echo conditions, because the instru-

ment is then able to establish the velocity in every single point of the profile at each instant. 

 

Figure  4-11: Mean time average profile computed with all velocities included (All). 

 

Figure  4-12: Same data, but average profile computed without zero velocities (Zero). 
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4.7 Analysis of Sample Profiles 

It was mentioned before that each of the three test pipes was investigated at seven measure-

ment sections, which were again divided into four measurement planes. Considering the fact 

that the flow inside the pipes was examined for a number of load cases, one can easily see that 

many measurements were conducted (in fact, more than 500). To give a representation of the 

obtained results, two measurement sections will be analyzed in more detail. While the first 

sample deals with measurement at a straight pipe, the second sample in this thesis covers the 

measurement that was conducted downstream from a pipe elbow.  

The first section to be examined is section m on pipe 1, which is right in the middle of the 

two elbows. Although the pipe diameter is quite small (62 mm), decent velocity profiles were 

obtained because of the excellent spatial resolution of the 4-MHz transducer. Figure  4-13 dis-

plays a typical velocity profile measured at this section. The mean time velocities (red dots) 

and the standard deviation (vertical blue lines) are shown. This plot and the following plots 

were computed by the review software UVP-MFX 2.1 and display the velocity component 

along the line of measurement. In the profile below, the highest mean time velocity is ap-

proximately 110 mm/s, which is far below the maximum measurable velocity of 660 mm/s. 

 

Figure  4-13: Sample velocity profile obtained at section m on pipe 1 showing undistorted turbulent flow. 
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The profile in Figure  4-13 indicates the characteristic velocity distribution for turbulent flow. 

The region where the velocity rises rapidly from zero to the full value found in the main 

stream is known as the boundary layer. Outside the boundary layer the fluid moves with the 

full velocity and may be considered to be practically unaffected by the reduction of velocity 

close to the pipe walls. The velocity gradient is highest at the pipe wall and becomes progres-

sively smaller with increasing distance from the wall. 

The decrease of flow velocity in the range of about 70 mm indicates the position of the back 

wall of the pipe. Beyond this distance, a mirror image of the velocity profile appears. This 

imaginary profile is caused by ultrasound reflection at the back wall. Since the reflected 

waves still propagate within the test medium, the flow velocity is detected a second time, but 

the depth associated to the path TRP (Figure  4-14) is then located outside the pipe. 

 

Figure  4-14: Reflection at the back wall of a straight pipe causes axial symmetry of the velocity profile. 

Another interesting issue is the axial symmetry between the real part and the imaginary part 

of the velocity profile. This symmetry is best explained by the concept of streamlines that are 

usually used to depict flows graphically. Velocity vectors are drawn so as to be always tan-

gent to the streamlines of the fluid particles in the flow. For a steady flow, the orientation of 

the streamlines will be fixed. Fluid particles, in this case, will proceed along paths coincident 

with the streamlines. Therefore we can assume that the angle between the streamlines and the 

measurement line is equal to the Doppler angle α. 
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In case of flow through a straight pipe, all streamlines point in the same direction parallel to 

the pipe wall, as illustrated in Figure  4-14. As a result, the Doppler angle remains constant 

along the measurement line. Moreover, we observe that the angle α does not change after the 

reflection at the back wall. Thus the velocity component vA measured at A is identical to the 

velocity component vB measured at B, which explains the symmetric appearance of the imagi-

nary velocity profile. When the streamlines fail to remain parallel to the pipe wall, the sym-

metry between real and imaginary part of the velocity profile disappears. 

The latter case is expected to happen downstream from the elbows, because the flow becomes 

separated from the inward bend of the pipe. Hence the second test section to be analyzed is 

section de2 on pipe 3. Figure  4-15 shows a sample profile that was obtained in the vertical 

measurement plane of this section. Again, the mean time velocities and the standard deviation 

are shown. In contrast to the previous sample, the flow can neither be considered axially 

symmetric with respect to the pipe centerline, nor is the highest velocity found in the middle 

of the stream. Even the standard deviation bears little resemblance to the previous profile: the 

vertical blue lines have lengthened and indicate that the intensity of turbulence has increased. 

Yet, the distortion of the velocity profile is explained by the distinctive shape of the flow field 

at the pipe elbow, which is shown in Figure  4-16. 

 

Figure  4-15: Sample velocity profile obtained at section de2 on pipe 3 showing distorted turbulent flow.  
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Figure  4-16 depicts a graphical representation of the flow field at the pipe elbow. As flow 

moves through the elbow, it accelerates around the outside of the bend and slows down near 

the inside of the bend. The profile is distorted with a high velocity zone occurring near the 

outside of the bend, as shown in Figure  4-15. The Doppler angle α varies along the line of 

measurement due to the converging geometry of the streamlines. In the middle of the stream, 

flow particles typically travel perpendicular to the measurement line and fail to generate sig-

nificant frequency shifts. During measurement, however, the flow direction varied so as to 

generate either a positive or a negative frequency shift, as indicated by the standard deviation 

in Figure  4-15. 

 

Figure  4-16: Flow pattern at the elbow showing strong eddies at the inward bend . 

Irregular flow patterns are easier to identify when the obtained velocity profiles are displayed 

over time. This option is provided by the UVP-MFX review program with color plots. The 

profiles are displayed from left to right with each vertical line indicating a single velocity pro-

file. Each sample volume is given a color that is proportional to the detected velocity. In 

Figure  4-17 and Figure  4-18, blue colors appear when the particles move toward the trans-

ducer while red colors appear when the particles move away. The darker the color, the faster 

the measured velocity. No color (white) refers to zero velocity, respectively, no echo.  

The oscillating colors in Figure  4-18 are related to the varying flow direction at the elbow. 

The distinctively mixture of intensive colors at the bottom of the plot indicates the emergence 

of strong eddies at the inward bend of the pipe.  
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Color plots are very helpful to roughly identify the position of boundaries and whether the 

boundaries are fixed or not. Pipe walls, for instance, become visible within the color plot as 

horizontal bands of a different color. Unfortunately, ultrasound reflection may conceal the 

precise wall position. The white band (R) in Figure  4-17, indicating the position of the back 

wall in pipe 1, is approximately 8 mm in width and thus twice as wide as the real wall. This 

apparent enlargement is related to the fact that some of the ultrasonic wave is transmitted into 

the wall and reflects at the outer boundary of the pipe. Therefore the pipe wall is crossed two 

times, and the width of the wall apparently doubles. 

 
Figure  4-17: Color plot of sample profile m on pipe 1 showing velocity fluctuations (F) and rear pipe wall (R).  

Figure  4-17 exposes a second horizontal band (F) at the bottom, which is characterized by a 

intensive mixture of red and blue colors. This specific color combination usually indicates 

that the flow direction varies rapidly, as in Figure  4-18, due to strong eddies. Since the band 

appears close to the transducer, the color fluctuations are related to the oscillating sound pres-

sure inside the near-field zone of the transducer. In the profile plot, velocity values alter cha-

otically at the very beginning of the measurement window, and the standard deviation in-

creases rapidly, as shown in Figure  4-13. Even though the influence of the oscillating sound 

pressure is limited to short distances, i.e., to half the near-field length (N/2 = 8 mm), the in-

vestigation of flow patterns close to the front pipe wall is disturbed significantly. 
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Figure  4-18 displays a white band (A) similar to the one in the previous color plot, but its po-

sition does not correspond to the distance between the transducer and the back wall (250 mm). 

At times, such artificial patterns appear during measurement and modify the shape of the ve-

locity profile. These distortions, or artifacts, occur because the ultrasound reflection from the 

back wall interferes with subsequent ultrasonic pulses and alters their frequency. This inter-

ference pattern then appears in the measured velocity profile: in color plots, artifacts have a 

similar appearance to real boundaries, as Figure  4-18 illustrates, while the corresponding 

time-averaged profile, shown in Figure  4-13, usually indicates a region of lower velocity. 

 
Figure  4-18: Color plot of sample profile de2 on pipe 3 showing irregular flows patterns (*) and artifacts (A). 

Currently, the profile distortions caused by ultrasound reflection cannot be eliminated by 

means of signal filtering  [25]. Yet, the effect of boundary reflection can be undone by hand 

under the condition that the artifacts have been identified. A simple method for the identifica-

tion of artifacts is shown in Chapter 5. 
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4.8 Computation of Pipe Discharge 

It was mentioned at the beginning of this chapter that the inverted siphon model was investi-

gated mainly to become familiar with ultrasonic velocity profile measurements. However, to 

make the experiments more valuable we decided to measure the flow rate in the test pipes and 

compare the results with the expected flow rates given in Table  4-2. To be more specific, the 

flow rate was computed from the obtained velocity profile data. In doing so, the author hoped 

to confirm the assumed flow distribution among the pipes of the inverted siphon, which was 

estimated by the designer of the inverted siphon. 

Discharge computation by means of velocity profile measurements presents an indirect de-

termination of flow. While direct flow measurement is made by volumetric or weight meas-

urements, indirect flow measurement generally involves defining flow conditions and measur-

ing one or more parameters, such as pressure or velocity.  

In the case of velocity measurements, the flow rate calculation is based on the equation of 

continuity, which is a mathematical statement of the principle of conservation of mass. The 

continuity equation states that the volumetric flow rate Q is the product of average velocity 

vave and flow area A. Note that the flow area must be that of a plane perpendicular to the direc-

tion of flow. The flow rate in a pipe is computed by the integration of axial velocity v(r,ϕ) 

over the cross-sectional area of the pipe. 

 ∫∫ ⋅=⋅⋅⋅=
r

ave AvddrrrvQ
,

),(
ϕ

ϕϕ  ( 4.3) 

where Q  volumetric flow rate [m³/s] 

v  mean time axial velocity [m/s] 

r  local radius in the cross-section [m] 

ϕ  polar angle [rad] 

vave  average axial velocity [m/s] 

A  cross-sectional area [m²] 

Conventionally, the velocity distribution in the pipe is estimated by a relatively small number 

of measurement points in order to limit the time and effort put into the measurement. In ultra-

sonic velocity profile measurements, however, the velocity is instantly established at a multi-

tude of measurement points.  
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The objective of pipe discharge determination is to deduce the total flow rate from the estab-

lished velocity profile. In theory, each measurement point across the pipe has a corresponding 

flow area in the shape of half of a concentric ring. If the velocity in a particular annular area is 

considered constant, the volumetric flow rate can be determined. The total volumetric flow 

rate is the sum of the individual flow rates. 

 

Figure  4-19: Flow rate computation by means of velocity profile measurements. [13] 

An example of the procedure is illustrated in Figure  4-19. The velocity has been measured at 

twelve equally spaced locations across the diameter of the pipe, so the annuli remain constant 

in width. For each velocity measurement, the volumetric flow rate is determined based on the 

appropriate flow area. For example, the flow rate q2 is the product of the flow area A2 and the 

mean time velocity v2. The total flow rate is the sum q1 through q12.  

Combining the formula for the area of an annulus with Equation  4.3 yields the total volumet-

ric flow rate in the pipe. 

 ( ) ( )∑ ∑∑ ⋅⋅⋅=⋅== iiiii vrbvAqQ π2
1  ( 4.4) 

where Q  total volumetric flow rate [m³/s] 

qi  individual annular flow rate [m³/s] 

Ai  individual area of annulus [m²] 

b  width of annuli (constant) [m] 

ri  individual radius of annulus [m] 

vi  individual mean time axial velocity [m/s] 

The equation holds true for profiles measured in a plane perpendicular to the flow direction.  
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Ultrasonic velocity profile measurements, however, involve an angle α < 90° between the 

measurement plane and the flow direction. Flow rate computation then requires the determi-

nation of the velocity vector vi perpendicular to the measurement plane. If we assume that the 

direction of flow is parallel to the pipe axis, the velocity vector vi is computed from the de-

tected vector va using the tangent of the Doppler angle α, as indicated in Figure  4-20a.  

 

Figure  4-20: Computation of pipe discharge as implemented in the in UVP-MFX review program. 

In order to calculate the pipe discharge correctly, we have to specify the flow boundaries. The 

boundaries are defined by selecting the appropriate channels within the measurement window, 

as shown in Figure  4-20b. The width bi of the individual flow areas is determined by the 

channel distance and not the channel width. 

Pipe discharge is given by the formula 
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where   Q  pipe discharge [mm³/s] 

   α  Doppler angle  

   CD  channel distance [mm] 

   c1, c2  first and last channel representing pipe flow [-] 

   vc  velocity measured in channel c [mm/s] 

The equation above is used in the UVP-MFX review program. The software calculates the 

flow rate for every profile obtained during measurement and displays the flow rate over time. 

Unfortunately, the program cannot compute the time-averaged flow rate. 
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An advantageous approach to computing the time-averaged flow rate is to make use of the 

mean time velocity profiles that are generated by the UVP-MFX program. With this method it 

is possible to edit the velocity profiles before the flow rate is calculated in order to undo any 

distortions caused by ultrasound reflection (artifacts). We suggest to establish the entire flow 

rate computation in Microsoft Excel or similar programs using customized worksheets. These 

programs also allow the display of several velocity profiles in one diagram to compare veloc-

ity profiles that have been measured, for instance, in different measurement planes 

The flow rate computation for the pipes of the inverted siphon was based on the original ve-

locity profile measurements (no data post-processing). The mean time velocity profiles were 

generated in the UVP-MFX review program using the Zero Average option. After the profile 

data were saved as text-files (ASCII), they were transferred into Microsoft Excel where the 

data were displayed in diagrams and the flow rate was computed (Doppler angle = 80°). The 

profiles that were measured by moving the transducer around the pipe (0°, 45°, 90° and 135°) 

were combined so as to contribute equally (25 percent) to the flow rate of a single test section.  

To evaluate the quality of the measurements made, the pipe flow was investigated at known 

discharges. These calibration measurements were made while two of the three stoplog gates at 

the inlet structure of the inverted siphon model were closed and the total discharge passed 

through the remaining pipe. Table  4-6 illustrates the relative errors in the subsequent flow rate 

computation achieved at section m. Apart from pipe 1, the discrepancy between the given 

discharge Q and the computed flow rate QUVP is pretty high, the maximum being 32 percent.  

QUVP
[l/s]

Discrepancy
[%]

QUVP
[l/s]

Discrepancy
[%]

QUVP
[l/s]

Discrepancy
[%]

MQ 1.06 1.08 1.9 - - - -
HQ 1 4.24 - - 3.66 13.7 - -

HQ 10 15.9 - - 11.6 27.2 13.0 18.2
HQ 30 26.5 - - - - 18.0 32.2

Load
Case

Pipe 2 Pipe 3Pipe 1
Q

[l/s]

 
Table  4-6: Relative errors in the flow rate computation at section m showing poor agreement for pipe 2 and 3. 

The flow rate computation for pipe 2 and pipe 3 is found to be affected by the elbow located 

upstream from the test section. Flow leaving the elbow is distorted and returns to an undis-

torted velocity profile after a certain pipe length (6 to 10 times the pipe diameter d  [26]). If the 

test section is located within that zone, the computation of the flow rate is likely to be incor-

rect. The velocity profiles shown in Figure  4-21 were measured on pipe 1 (d = 62 mm) where 
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the flow rate was established correctly. In contrast, the profiles displayed in Figure  4-22 

caused the highest error in the computation of the flow rate. The profiles were measured on 

pipe 3 (d = 246 mm) where, considering the larger diameter of the pipe, the test section was 

located too close to the pipe elbow. 
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Figure  4-21: Velocity profiles obtained at section m on pipe 1 showing undistorted flow. 
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Figure  4-22: Velocity profiles obtained at section m on pipe 3 showing distorted flow. 



 -78-   

4.9 Summary 

Pipe flow was investigated non-intrusively using the UVP-Monitor model XW-3-PSi. For 

practical reasons, the investigations were conducted on a hydraulic model of an inverted si-

phon. The model included three Plexiglas pipes from 62 mm to 246 mm in diameter on which 

the measurements were performed. The ultrasonic transducer was placed on the pipe wall at 

an angle of 10° from normal. Water-based coupling gel was applied between the wall and the 

transducer. In theory, the angle of transmission through the pipe wall is then equal to the an-

gle of incidence. A method was developed to confirm this finding but lacks accuracy due to 

the limited spatial resolution of the ultrasound-pulse-Doppler technique.  

Each test pipe was investigated at seven measurement sections, which were divided into four 

measurement planes by moving the transducer around the pipe. Velocity profiles were meas-

ured in each measurement plane over a sufficient time interval (20 to 50 seconds) to obtain 

characteristic information about the turbulent flow studied. The profile data were then time-

averaged using the UVP-Monitor software. In order to compensate for the loss of ultrasound 

energy at the pipe wall, the particle concentration within the flow had to be increased by seed-

ing with sediment. Despite high SNR (signal-to-noise ratio), multiple ultrasound reflections 

between the pipe walls were found to affect the measurements. 

Two representative measurement sections were analyzed in more detail: the first located 

within a straight pipe, the second situated downstream from an elbow. The time-averaged 

velocity profiles and the respective standard deviations are shown. The concept of streamlines 

was used to explain the formation of the velocity profiles, thereby illustrating the correlation 

between the flow fields investigated and the velocities obtained. A display of the profile data 

over time using color plots provided by the UVP-Monitor software is also included. These 

plots were found to be very useful in identifying the position of boundaries as well as interfer-

ence patterns caused by ultrasound reflections. 

The investigation of pipe flow was completed by the computation of the flow rate from the 

velocity profiles obtained. The flow rate computation was based on the determination of indi-

vidual flow rates for each measurement point across the pipe. The formula given requires that 

the flow direction is parallel to the pipe centerline. For that reason the flow rate was found to 

be incorrect when the velocity profiles were measured downstream from pipe elbows or simi-

lar disturbances of the piping geometry where flow was found to be distorted. 
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5 Study of Open Channel Flow 

Open channel flow, frequently encountered in hydraulic engineering, is characterized by the 

existence of a free surface. In contrast to pipe flow, this constitutes a boundary at which the 

pressure is atmospheric, and across which the shear forces are negligible. As a result, the 

conditions controlling the flow are different from those governing flow that is entirely 

enclosed. The concepts relating to flow in open channels are certainly the most complex ones 

in the science of hydraulics because of the unknown geometry of the free surface. 

Flow in an open channel, like that in a pipe, may either be laminar or turbulent. However, 

laminar flow in open channels seldom occurs in cases of practical interest. For this reason, 

completely turbulent flow may invariably be assumed. The surface of a flowing liquid occa-

sionally may appear smooth and glassy, but that is no indication that turbulent flow does not 

exist underneath. The type of flow most easily treated analytically is steady uniform flow, in 

which the depth of the liquid changes neither with distance along the channel nor with time. 

In practice non-uniform, or varied, flow is found more frequently. 

The actual velocity distribution in an open channel is influenced both by the solid boundaries 

and by the free surface. The irregularities in the boundaries of open channels are usually so 

large, and occur in such a random manner, that each channel has its own peculiar pattern of 

velocity distribution. Nevertheless, it may be said that the maximum velocity usually occurs 

at a point slightly below the free surface (from 0.05 to 0.25 times the full depth)  [18]. A typi-

cal velocity pattern for a narrow channel of rectangular cross-section is shown in Figure  5-1. 

 

Figure  5-1: Contours of constant velocity (left) and velocity profile (right) for flow in narrow channels.  [24] 
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5.1 Test Facilities 

The test facilities are shown in Figure  5-2. The experiments were performed in a horizontal 

channel about 10 m long, 30 cm wide, and 80 cm high. The bottom of the channel was made 

from steel, while the sides were manufactured from glass. Water from the overhead reservoir 

of the laboratory entered the channel through the pipe system. The inflow was adjusted by a 

control valve, while the depth of the water was varied using a slide gate at the downstream 

end of the channel. Because of its short length, non-uniform flow was expected in the chan-

nel. 

 

Figure  5-2: Test facilities for employing the UVP-Monitor in the study of open channel flow. 

5.2 Measurement of Velocity Profiles 

The movement of the free surface may affect the experimental study of open channel flow by 

means of ultrasonic velocity profile measurement  [20] [25]. The experiments described in this 

section were conducted to investigate the reported influence of surface movement. For the 

generation of wavy flow, an overflow structure was built across the upstream end of the chan-

nel. The structure produced waves with a small amplitude at the downstream end of the chan-

nel where the test section was positioned. The transducer was inserted from above the surface 

of the water facing the direction of flow, as shown in Figure  5-3. The axis of the transducer 

was placed at two different angles to the surface to test the effect of angle variation.  
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In order to validate the obtained velocity profiles, a Höntzsch current meter with a four-vane 

propeller of 18-mm diameter was used as well. Time-averaged velocity measurements were 

taken at 4.5-cm intervals along a vertical line, starting at the bottom of the test channel.  

 

Figure  5-3: Experimental setup for velocity profile measurements in wavy flow. 

The UVP-Monitor model XW-3-PSi was operated with the same 4-MHz transducer as in the 

pipe flow experiments (type TN4-5-8). Table  5-1 presents the measurement parameters as 

applied to the experiments. The water temperature was found to remain constant at 15°C, thus 

the speed of sound was set to c = 1466 m/s according to Figure 2-1. 

First Ch
[mm]

Ch Dist
[mm]

End Ch
[mm]

Max Dep
[mm]

Cyc/Pulse
[-]

NL
[-]

Rep/Prof
[-]

Start
[-]

End
[-]

75 5.1 3.66 474.3    497 10 0 64 7 7
60 38.8 3.66 508.0    534 10 0 64 7 7

RF GainWindow Parameters Signal ParametersAngle
γ
[°]

 
Table  5-1: Software parameters as applied to the free-surface flow experiments with UVP-XW 2.0 program. 

Apart from the window parameters, identical software settings were used for both angles. The 

position of the measurement window was specified so as to cover the entire flow (End Ch). 

The pulse length was set to ten cycles per pulse (Cyc/Pulse) to ensure that the sample vol-

umes were adjacent to each other without overlapping as described in Section  3.7. The noise 

level filter (NL) was turned off. The number of profile repetitions (Rep/Prof) was increased 

to improve the estimates of the measured velocity. The settings for the time-dependent ampli-

fication of the echo signal (RF Gain) were recommended by the company Met-Flow for 

measurements in water. 
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The measurable velocity and other parameters are given in Table  5-2. The theoretical tempo-

ral resolution practically matches with the resolution computed from the actual time stamps. 

Velocity
∆v

[mm/s]

Spatial
w

[mm]

Temporal
∆ttheor
[ms]

Temporal
∆tmeas
[ms]

75 0.52 4 3.66 43 44
60 0.25 2 3.66 47 48

Measurable
Velocity

vmax
[m/s]

Angle
γ
[°]

Resolution

 
Table  5-2: Measurable velocity and resolution (temporal, spatial, velocity) for the free-surface flow experiments. 

The results of the experiments are displayed in Figure  5-4. The diagram compares the velocity 

profiles obtained by the UVP-Monitor with the measurements made by the current meter. The 

time-averaged velocity profiles were smoothed using a floating average computation. 

For the most part, the velocity profiles are found to be in good agreement with the samples 

from the current meter. However, the closer the measurements are to the bottom of the chan-

nel, the less the data corresponds, which is caused by disturbances in flow near the ultrasonic 

transducer. The reported influence of ultrasound reflection from the free surface shows in a 

number of significant velocity drops. Severe distortions appear at 50 mm, 250 mm and 330 

mm (UVP 60°), and at 40 mm and 300 mm (UVP 75°).  
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Figure  5-4: Comparative diagram showing velocity profiles obtained by UVP-Monitor and current meter. 
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5.3 Identification of Artifacts 

It has been previously shown that profile distortions caused by ultrasound reflection (arti-

facts) might be mistaken for flow boundaries. As more than one artifact hardly ever occurred 

in the pipe flow experiments, the identification of the genuine boundary was quite simple. The 

investigation of open channel flow, however, was characterized by the regular appearance of 

numerous profile distortions, as shown in Figure  5-5. Consequently, we developed a simple 

yet unmistakable method for the instant identification of these artifacts. 

Profile distortions occur because the ultrasound reflection from the free surface (or the back 

wall of the pipe) interferes with subsequent ultrasonic pulses. Thus the time interval between 

the pulse emissions determines the location of the interference, i.e., the depth at which the 

profiles are modified. If this time interval is altered by selecting a different maximum depth, 

some artifacts will change their position inside the measurement window. This apparent 

movement, best viewed within color plots, is a distinguishing feature of profile distortions 

caused by ultrasound reflection. 

Figure  5-5 shows a comparative color plot of five UVP 75° test measurements. Apart from the 

maximum depth Pmax, the measurement parameters remain unchanged. Some artifacts move 

toward the transducer as the measurement depth increases and can be identified easily. 

 

Figure  5-5: Comparative color plot showing apparent movement of artifacts (A) for different maximum depths. 
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5.4 Surface Level Measurement 

For flow in open channels, the cross section is not determined entirely by the solid boundaries 

but is free to change. The study of open channel flow would be incomplete without knowl-

edge of the surface level. Consideration was therefore given to ways of measuring surface 

levels with the instrumentation originally designed for velocity profile measurement. For this 

purpose, separate test runs were conducted to find the most favorable setup for the measure-

ment of surface levels. The data were then processed with the programs Microsoft Excel and 

The Mathworks Matlab to generate plots of the surface level over time. 

The experimental setup for the surface level measurements is shown on the left side of Figure 

 5-6. Again, the transducer was used at the end of the test channel, where it was inserted from 

above the water facing the direction of flow. The largest part of the measurements were made 

with the 4-MHz transducer, but a 2-MHz transducer (type TN2-10-13) was used as well. The 

axis of the transducer was placed at three different angles to the surface of the water. The wa-

ter temperature was found to remain constant at 15°C  (speed of sound c = 1466 m/s). 

 

Figure  5-6: Experimental setup for surface level measurements (left) and Fafnir probe (right).  

The surface level was simultaneously measured by an electrical conductivity method using a 

pair of parallel wire electrodes (Fafnir probe). The probe, shown on the right side of Figure 

 5-6, was placed in the flow so as to measure the surface level at the same position as the 

UVP-Monitor. A computer sampled the voltage generated and converted the data into a digi-

tal representation which could then be used to present the data.  
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First Ch
[mm]

Ch Dist
[mm]

End Ch
[mm]

Max Dep
[mm]

Cyc/Pulse
[-]

NL
[-]

Rep/Prof
[-]

Start
[-]

End
[-]

90 203.0 0.73 296.9    299 2 0 8 1 1
75 203.0 0.73 296.9    299 2 0 8 1 5
60 203.0 0.73 296.9    299 2 32 8 1 8

 90* 169.3 0.73 263.1    394 2 32 8 1 1

RF GainWindow Parameters Signal ParametersAngle
γ
[°]

 
Table  5-3: Software parameters as applied to the surface level measurements with the UVP-MFX 2.0 program. 

The software parameters, as applied to the surface level measurements, are shown in Table 

 5-3. The 2-MHz measurement is indicated by an asterisk (*). The width of the measurement 

window (Ch Dist) was specified so as to cover only the area of interest, i.e., the moving sur-

face of the water. Both the pulse length (Cyc/Pulse) and the number of profile repetitions 

(Rep/Prof) were set to their allowed minima to reduce the size of the sample volumes (higher 

spatial resolution), respectively, to increase the speed at which the profiles were measured 

(higher temporal resolution). The most advantageous settings for the amplification of the echo 

signal (RF Gain) and the noise level filter (NL) were found through trial and error.  

The spatial and temporal resolution for the surface level measurements are summarized in 

Table  5-4. The small time interval between successive profile measurements allowed an accu-

rate measurement of the rapidly changing surface level. The number of recorded profiles was 

selected so as to provide enough data for the comparison with the Fafnir probe. 

Spatial
w

[mm]

Temporal
∆ttheor
[ms]

Temporal
∆tmeas
[ms]

90 0.37 3.3 6.1 6.1
75 0.37 3.3 6.1 6.1
60 0.37 3.3 6.3 6.3

 90* 0.73 3.3 7.0 7.0

Total
Measurement

Time
[s]

1000

Angle
γ
[°]

Resolution Number
of

Profiles
[-]

 
Table  5-4: Spatial and temporal resolution of surface level measurements. 

The results of the experiments are displayed on the following pages. The color plot at the top 

of each page shows the movement of the surface. The diagram at the bottom of each page 

compares the surface level obtained by the UVP-Monitor with data from the Fafnir probe. 

Note that the color plot shows only part of the measurement (profiles 0 – 711) due to a limited 

screen resolution of the review software. 
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Figure  5-7: Color plot of surface level measurement completed at an angle of 90° to the surface (4 MHz). 

Figure  5-7 and Figure  5-8 show the results for the transducer axis placed perpendicular to the 

surface, i.e., normal to the direction of flow. Due to this transducer arrangement, the up and 

down movement of the surface is converted into the well-known red and blue color combina-

tion indicating the flow direction. Note that an additional signal partly follows the original 

surface movement. Interestingly, this signal has twice the value of the original movement. 
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Figure  5-8: Comparative diagram showing the above plot and the output of the Fafnir probe. 
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Figure  5-9: Color plot of surface level measurement completed at an angle of 75° to the surface (4 MHz). 

Figure  5-9 and Figure  5-10 present the measurement results for the transducer axis placed at 

an angle of 75° to the flow direction. Zero flow was detected because of the poor particle con-

centration inside the test channel. This absence of echo signals, on the other hand, makes the 

surface identification easier. As the surface of the water is not recorded as sharply as in the 

previous figures, the measurement is found to be less precise, as indicated in Figure  5-10. 
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Figure  5-10: Comparative diagram showing the above plot and the output of the Fafnir probe. 
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Figure  5-11: Color plot of surface level measurement completed at an angle of 60° to the surface (4 MHz). 

Figure  5-11 and Figure  5-12 display the measurement results for the transducer axis placed at 

an angle of 60° to the flow direction. The position of the free surface can still be recognized 

within the color plot. However, Figure  5-12 shows poor agreement between the UVP data and 

the surface level obtained by the Fafnir probe. This is related to the fairly simple method that 

was used for the computerized identification of the surface in the profile data. 
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Figure  5-12: Comparative diagram showing the above plot and the output of the Fafnir probe. 
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Figure  5-13: Color plot of surface level measurement completed at an angle of 90°  to the surface (2 MHz). 

Figure  5-13 shows the measurement made with the 2-MHz transducer. Due to technical prob-

lems the Fafnir probe did not record the surface level correctly. Thus a comparative diagram 

cannot be provided. Nevertheless, the color plot indicates that the 2-MHz transducer may be 

used for surface level measurements as well.  

Compared to the results described previously, the color plot in Figure  5-13 looks somewhat 

compressed. This distortion is related to the slightly increased time interval between succes-

sive profile measurements. As the measurement speed is reduced, a longer period will be dis-

played within the color plot. Another difference to the 4-MHz measurement completed at the 

same angle (Figure  5-7) is the appearance of echo signals in the flow. These signals make the 

computerized method for the surface identification more erroneous.  

This surface identification method is based on the assumption that channels unequal zero ve-

locity will indicate the position of the free surface if the transducer detects no echo but the 

surface. By examining the profile data channel by channel, the surface level can be estab-

lished. Echoes from traveling particles disturb this process and may lead to false results. The 

described method was put into practice for the making of the comparative diagrams shown on 

the previous pages. After the obtained profile data were saved as text-files (ASCII), they were 

transferred to Microsoft Excel. Starting at channel zero, a program then searched for the first 

channel that did not have zero velocity and replaced its value by a specific number (999). This 

number allowed the identification of the surface level. 
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5.5 Summary 

Free-surface flow in a glass-walled channel was investigated experimentally using the UVP-

Monitor model XW-3-PSi. The instrument performed measurements of both flow velocity 

and surface level. In each case, the ultrasonic transducer was inserted from above the surface 

of the water and faced the direction of flow, with the axis of the transducer placed at different 

angles to the free surface. 

To evaluate accuracy, the velocity profile measurements made by the UVP-Monitor were 

compared to samples from a conventional current meter. For the most part, the two devices 

were found to be in good agreement. However, the closer the measurements were to the bot-

tom of the channel, the less the data corresponded, which is caused by disturbances in flow 

near the ultrasonic transducer. Unfortunately, the measurements of the UVP-Monitor were 

additionally affected by multiple ultrasound reflections between the free surface and the bot-

tom of the channel. These reflections caused characteristic velocity drops within the obtained 

profiles, known as artifacts. A method was devised to identify these artifacts, thereby differ-

entiating them from velocity drops that may indicate, for instance, the free surface. 

The study of open channel flow was concluded by employment of the UVP-Monitor in meas-

urements of surface level. For this purpose, a computerized method was developed to identify 

the position of the free surface within the measurement window. The data from the identifica-

tion process was compared to an electrical conductivity method for the measurement of sur-

face level, showing good agreement if the transducer axis is placed perpendicular to the flow 

direction. Other measurement angles were tested as well, but the identification of the surface 

level was found to be less precise. 
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6 Conclusions and Recommendations 

The experiments that were performed during the writing of this thesis have revealed a variety 

of important considerations for successful velocity profile measurements. These considera-

tions mainly include a sufficient concentration of reflecting particles, the absence of artifacts, 

and an appropriate selection of the angle of incidence:  

 The particle concentration in the glass-walled channel was found to be sufficient for the 

measurement of velocity profiles. In the pipe flow experiments, however, the loss of ultra-

sound energy at the pipe wall had to be compensated for by adding sediment to the flow. 

The seeding process required additional time and effort to complete the measurements but 

was essential for establishing entire velocity profiles. Difficulties may arise with wall ma-

terials that offer a substantially lower transmission coefficient than Plexiglas (e.g. glass). 

 Interference patterns caused by ultrasound reflections (artifacts) affected the measure-

ments significantly. The rate at which the patterns occurred was influenced by the type of 

flow investigated: more than one artifact hardly ever occurred in the pipe flow experi-

ments, whereas the study of free-surface flow was characterized by the regular appearance 

of numerous profile distortions. The investigation of flow with a free surface is thus af-

fected more easily by ultrasound reflections. The severity of the profile distortions appears 

to vary with the angle to the free surface. 

 When performing non-invasive measurements, the angle of incidence is limited to angles 

below the critical angle. Small angles of incidence, however, are known to be sensitive to 

angle uncertainties that can lead to errors in the computation of velocity. The angle of in-

cidence as applied in the pipe flow experiments (θ1 = 10°) appears to be a good selection 

for the flow speeds measured (vmax ≈ 1 m/s). This finding is confirmed by the accurate 

computation of the pipe discharge from the velocity profiles obtained (error 1.9 %). 

Since the whole measurement process is controlled via software, careful consideration is es-

sential in specifying the software parameters. The multitude of possible parameter combina-

tions first appears confusing, but familiarity can be gained over time. However, the software 

cannot compensate for mistakes that have been made in the experimental setup, for instance, 

selection of an inappropriate transducer frequency. 



 -92-   

The experiments conducted have demonstrated the successful application of the ultrasound-

pulse-Doppler method in the field of experimental hydraulics. The following recommenda-

tions can be given concerning future investigations of pipe flow and free-surface flow: 

 A frequency of 2 MHz instead of 4 MHz should be used to investigate the effects of fre-

quency variation in measurements. The echo conditions are likely to improve as the size of 

the sample volumes increases and more particles contribute to the frequency shift de-

tected. The use of a low-frequency transducer could thus be a potential alternative to the 

time-consuming process of flow seeding. Low frequencies should particularly be used 

when performing non-invasive measurements on wall materials other than Plexiglas. 

 Further test runs are recommended to clarify the formation of artifacts. In the study of 

open channel flow, absorbing material may be placed on the bottom of the channel, as 

suggested by  [20]. Artifacts may also be reduced by particle seeding, because low SNR 

(signal-to-noise ratio) caused by poor particle concentration is considered to promote the 

occurrence of artifacts. However, flow seeding cannot avoid profile modifications com-

pletely, as the pipe flow experiments indicate. 

 Simultaneous measurements of surface level and flow velocity were prevented by the op-

posing requirements for the positioning of the transducer. For the measurements of veloc-

ity profiles, the transducer axis may not be placed perpendicular to the flow direction, 

whereas measurements of surface level provide the most promising results at this specific 

position. A more sophisticated method for the identification of the free surface within the 

profile data may solve this problem. 
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