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Abstract:
According to recent results, convergence in a prespecified or prescribed finite time can be
achieved under extreme model uncertainty if control is applied continuously over time. This
paper shows that this extreme amount of uncertainty cannot be tolerated under sampling, not
even if sampling could become infinitely frequent as the deadline is approached, unless the
sampling strategy were designed according to the growth of the control action. Robustness
under model uncertainty is analyzed and the amount of uncertainty that can be tolerated
under sampling is quantified in order to formulate the least restrictive prescribed-time control
problem that is practically implementable. Some solutions to this problem are given for a scalar
system. Moreover, either under a-priori knowledge of bounds for initial conditions, or if the
strategy can be selected after the first measurement becomes available, it is shown that the
real, practically achievable objectives can also be reached with linear time-invariant control
and uniform sampling. These derivations serve to yield insight into the real advantages that
implementation of prescribed-time controllers may have.
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1. INTRODUCTION

Recently developed methodologies for the design of ob-
servation and control algorithms under time constraints
are based on time-varying gains that tend to infinity at
the terminal time. These algorithms have been referred to
as prescribed-time algorithms for their ability to induce
observation/control error dynamics that have a prescribed
settling time for every non-zero initial condition (Holloway
and Krstic, 2019b; Song et al., 2019). Since the introduc-
tion of this prescribed-time control methodology by Song
et al. (2017), such time-varying gains have been widely
exploited in the literature, developing prescribed-time al-
gorithms that exhibit remarkable properties, see e.g. the
⋆ Corresponding author: Hernan Haimovich (e-mail:
haimovich@cifasis-conicet.gov.ar). Partially supported by Agencia
I+D+i grant PICT 2018-1385, Argentina, and by the Christian
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for Digital and Economic Affairs and the National Foundation
for Research, Technology and Development, Austria, and by the
Consejo Nacional de Ciencia y Tecnoloǵıa (CONACYT-México)
grant 739841.

survey by Ye et al. (2022). For instance, the observer
proposed by Espitia et al. (2022) retains the prescribed-
time convergence property even in the presence of sensor
delay, whereas the controllers by Song et al. (2017); Zhou
(2020); Hua et al. (2021) retain the prescribed convergence
property despite significant uncertainty (of specific struc-
ture) in the system.

It is widely acknowledged that the presence of a time-
varying gain that tends to infinity makes a prescribed-
time algorithm challenging to implement, see e.g., (Song
et al., 2017, Section 3.2c) and (Holloway and Krstic, 2019b,
Section 2.A). Hence, studying the performance of such al-
gorithms in practical settings as well as what properties are
retained when workarounds are proposed is of paramount
importance. For example, Shakouri (2022) studies the ef-
fect of freezing the gain a short time before the deadline, a
common workaround to maintain a bounded time-varying
gain (Bertino et al., 2022), and recent studies show impor-
tant performance limitations in the presence of measure-
ment noise (Aldana-López et al., 2022). However, to our
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best knowledge, the effect of sampling in the performance
of prescribed-time algorithms has not been studied.

The implementation of any control strategy in a dig-
ital processor inevitably requires sampling. The use of
sampling and hold makes the closed-loop system oper-
ate in open-loop between samples. This situation can
be extremely detrimental for the implementation of a
prescribed-time control strategy, insofar as not just open-
loop operation between samples has to be considered but
also the fact that only a finite number of control actions
can be taken before the deadline is reached. A theoretical
way of including sampling without losing robustness, or at
least minimizing this loss, would be to increase the sam-
pling frequency over time and allow it to become infinite as
the deadline is approached, causing the sampling instants
to accumulate towards the deadline. This theoretical (not
practically realizable) strategy could perhaps retain some
of the robustness of the original continuous-time strategy.
Strategies that increase the sampling frequency (without
becoming infinite) as the target approaches are known to
be employed by bats once a prey is echolocated and pursuit
begins (Griffin et al., 1960).

The contribution of the current paper is threefold. First,
it is shown that even if sampling were allowed to become
infinitely frequent toward the deadline, the sampling strat-
egy still has to be designed in relation to the control
law to retain at least some of the original robustness.
Second, the amount of uncertainty that can be tolerated
under sampling is quantified and a more realistic and
practically achievable prescribed-time control problem is
formulated. Third, a solution to this more realistic control
problem is provided for the case of a scalar system. It is
also shown that if the sampling strategy can be selected
based on knowledge of a bound for initial conditions, then
the control problem can be solved through linear time-
invariant control and uniform sampling. The given results
yield insight into the real advantages that implementation
of prescribed-time control strategies may have.

Notation: R, R>0 and R≥0 denote the real, positive and
nonnegative real numbers, respectively. If α ∈ R, then |α|
denotes its absolute value. Given a sequence {tk}Nk=1, the
increments are defined as ∆k := tk+1 − tk; evaluation of a
function x(·) at tk is denoted as xk := x(tk).

2. ROBUSTNESS UNDER SAMPLING

Consider the scalar system

ẋ = f(x, t) + b(x, t)u, (1)

where f and b are uncertain and satisfy Assumptions 1
and 2 of Song et al. (2017), which we state here as
Assumption 1.

Assumption 1. There exist b > 0, a known continuous
function ψ : R → R≥0 and a locally integrable and
bounded function d : R≥0 → R>0 with unknown bound,
such that

0 < b ≤ b(x, t) <∞ (2)

|f(x, t)| ≤ d(t)ψ(x), ∀x ∈ R, t ∈ R≥0. (3)

In Song et al. (2017), it is shown that a time-varying state
feedback u(t) = α(x(t), t), defined from initial time t0 up
to t0 + T , i.e. α(x, ·) : [t0, t0 + T ) → R, is able to drive

any initial state to 0 exactly at t0 +T while tolerating the
amount of uncertainty indicated by Assumption 1.

2.1 The need for an upper bound on b(x, t)

Next, it will be shown that under Assumption 1, not only
convergence but also reducing the norm of the state is
impossible under sampling, even if sampling were allowed
to become infinitely frequent towards t0 + T . Moreover,
depending on the growth of the control action towards the
deadline, the state may even diverge with b(x, t) bounded
also from above.

Lemma 1. Consider the scalar system (1), an initial time
t0 ≥ 0, an increasing sequence of sampling instants
{tk}Nk=1 ⊂ (t0,∞), with either

• N ∈ N and tN = t0 + T , or
• N = ∞ and limk→∞ tk = t0 + T .

Suppose that the true input remains at a constant value
between sampling instants (zero-order hold), i.e.

u(t) = ūk, ∀t ∈ [tk, tk+1), (4)

where the control action ūk can depend on knowledge of
the state, the bounds assumed, and even of the whole
sampling-time sequence {tk}. Then, for every initial con-
dition x(t0) ∈ R there exist functions f and b satisfying
Assumption 1 and such that

a) |x(tk)| ≥ |x(tk−1)| for all k ∈ {1, . . . , N};
b) if N = ∞ and an infinite number of control actions is

nonzero, then limk→∞ |x(tk)| = ∞;
c) if N = ∞, x(t0) ̸= 0 and there exist b ≥ b and

c > 2 such that such that |ūk| ≥ c|x(tk)|/(b∆k), then
limk→∞ |x(tk)| = ∞ holds in addition with b upper
bounded by b.

Proof. For c > 2, define a sequence {bk}Nk=0 as

bk =

max

{
b,
c|x(tk)|
|ūk|∆k

}
if ūk ̸= 0,

b otherwise.

Let f ≡ 0 and b(x, t) := b̃(t) := bk for t ∈ [tk, tk+1), and
define xk := x(tk). Integration of (1) gives

xk+1 = xk +

∫ tk+1

tk

b(x(s), s)u(s)ds = xk +∆kbkūk

=

{
xk if ūk = 0,

xk +max {∆kb|ūk|, c|xk|} sign(ūk) if ūk ̸= 0.

As a consequence,

|xk+1| ≥
{
|xk| if ūk = 0,

(c− 1)|xk| if ūk ̸= 0.
(5)

Items a) and b) follow straightforwardly from these in-
equalities. For item c), it happens that

max

{
b,

c|xk|
|ūk|∆k

}
≤ max

{
b, b

}
= b

so that the sequence {bk} is clearly upper bounded by b.
If x0 = x(t0) ̸= 0, then xk ̸= 0 and thus ūk ̸= 0 for all
k ∈ N0 follows from the assumption on |ūk| and (5). 2

The main problem introduced by sampling is the fact that
a zero crossing of x cannot be instantaneously detected and
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acted upon. As a consequence, there is necessarily a delay
between the instant when x changes sign (crosses zero)
and the instant when the control action can be updated
to steer the state in the right direction. This delay is not
present in the analysis of prescribed-time control of Song
et al. (2017, 2019); Holloway and Krstic (2019a).

Lemma 1 implies that there is a limitation to the kind
of uncertainty that can be successfully tolerated under
sampling. Specifically, some upper bound on b should exist,
or otherwise nonzero control actions could cause the state
not only to not converge but also to diverge. Moreover, the
time dependence of the control law, more precisely, the way
in which the control action can increase in magnitude for
fixed x, has to be related to the decrease in the sampling
periods in a specific way as the deadline is approached, or
otherwise divergence can occur even with bounded b.

Example 1. Consider a sampled implementation of the
following time-varying control law where t0 = 0 and T = 1
are selected for simplicity:

u = −k(t)x, k(t) = A

(1− t)m
, t ∈ [0, 1), A > 0,m ∈ N

tk = 1− ak, with a ∈ (0, 1),

ūk := u(tk) = −k(tk)x(tk),
∆k = tk+1 − tk = ak − ak+1 = ak(1− a).

For this implementation, it follows that

k(tk)∆k =
ak(1− a)A

akm
,

and hence

|ūk| =
a(1−m)k(1− a)A|x(tk)|

∆k
.

According to Lemma 1, even bounded uncertainty in b
with b > 2

(1−a)A for m = 1 or with arbitrary bounds for

m > 1 can make the sampled implementation diverge. △

The problem illustrated in the previous example is due to
the control action growing fast in relation to the frequency
of updates given by sampling. Any control law with even
faster growth will have the same problem (or even worse).
A solution would be to design the sampling-time sequence
in correspondence with the control law.

Example 2. Consider again the control law of Example 1,
with t0 = 0 and T = 1, but updated as follows:

tk = 1− a(k
q), with a ∈ (0, 1), q =

1

m2 + 1
,

∆k = a(k
q) − a((k+1)q).

In this case,

k(tk)∆k =
A

am(kq)
[a(k

q) − a((k+1)q)]

|ūk| = |u(tk)| =
A(a(k

q) − a((k+1)q))|x(tk)|
am(kq)∆k

.

It can be shown that

lim
k→∞

a(k
q) − a((k+1)q)

am(kq)
= 0

and hence item c) of Lemma 1 cannot hold. △

These examples indicate that even in the theoretical but
not physically implementable case of having infinitely
frequent sampling towards the deadline, the mere presence
of sampling causes additional problems.

2.2 The need for a known upper bound on f(x, t)

Consider again the scalar system (1), a deadline T > 0
and a finite number of sampling instants, arranged in an
increasing sequence {tk}Nk=1 with tN = t0 + T . According
to Lemma 1a), convergence under any form of sampling
requires the function b in (1) to be upper bounded.
Consider therefore the following replacement for (2):

0 < b ≤ b(x, t) ≤ b̄ <∞. (6)

With only a finite number of samples before the deadline,
it is not possible to tolerate an unknown bound for the
function f in (1), as shown next.

Lemma 2. Consider the scalar system (1) with b bounded
as in (6), a deadline T > 0 and a finite number of sampling
instants, arranged in an increasing sequence {tk}Nk=1 with
t0 < t1 and tN = t0 + T . Suppose that the control action
remains constant between sampling instants, as per (4).
Let ϵ > 0 and suppose that ψ : R → R≥0 satisfies
inf |s|≥ϵ ψ(s)/|s| > 0. Then, for every M > 0, there exist
functions d : R≥0 → R≥0 and f satisfying Assumption 1
such that |x(t0)| ≥ ϵ implies |x(tN )| ≥ M for every b
satisfying (6).

Proof. Define a = inf |s|≥ϵ ψ(s)/|s|, c = max{1, N
√
M/ϵ},

and select f(x, t) = d(t)ax for |x| ≥ ϵ, f(x, t) = 0 for
|x| < ϵ. Let ∆ = mink∈{0,...,N−1} ∆k, set

D =
1

a∆
max

{
2(1 + c)

b

b
, ln(1 + 2(c− 1))

}
(7)

and define d(t) = dk on each interval [tk, tk+1), with
dk ∈ [0, D] being specified later. It will be shown that
|xk+1| ≥ c|xk| for all k = 0, . . . , N − 1, proving the claim
due to the selection of c. For each k, define q

k
= b∆kūk/xk,

qk = b∆kūk/xk, q(t) = b(x(t), t)∆kūk/xk for t ∈ [tk, tk+1),
and the convex combination qk(ξ) = (1−ξ)q

k
+ξqk. Then,

for every integrable function g : [tk, tk+1] → R≥0 and every
t ∈ [tk, tk+1] there exists a ξ such that∫ t

tk

q(τ)g(τ)dτ = qk(ξ)

∫ t

tk

g(τ)dτ. (8)

Distinguish two cases: if q
k
≤ −(1+ c), then select dk = 0,

yielding ẋ = q(t)xk/∆k on the entire interval as well as
q̄k = (b̄/b)q

k
≤ −(1 + c). Integration using (8) yields

xk+1 = (1 + qk(ξk))xk with some ξk ∈ [0, 1]. Noting that
qk(ξ) ≤ −(1 + c) for all ξ ∈ [0, 1], this implies

|xk+1| = |1 + qk(ξk)||xk| ≥ c|xk|. (9)

Otherwise, q
k
> −(1+c), and thus qk(ξ) ≥ −(1+c)b/b for

all ξ ∈ [0, 1]. In this case, ẋ = adkx+ q(t)xk/∆k provided
that |x(t)| ≥ ϵ holds on the interval. Integration yields

x(t) = eadk(t−tk)xk +
eadk(t−tk) − 1

adk∆k
qk(ξ(t))xk = h(t)xk,

(10)
with a function ξ : [tk, tk+1] → [0, 1] obtained from (8) and

h(t) = 1 + (eadk(t−tk) − 1)

(
1 +

qk(ξ(t))

adk∆k

)
. (11)

Note that h(t) ≥ 1 for all t ∈ [tk, tk+1] provided that

dk >
(1+c)b
a∆kb

, guaranteeing |x(t)| ≥ |xk| ≥ ϵ. Selecting

dk =
1

a∆k
max

{
2(1 + c)

b

b
, ln(1 + 2(c− 1))

}
≤ D (12)
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and noting that tk+1 − tk = ∆k achieves

h(tk+1) ≥ 1 + (eadk∆k − 1)
1

2
≥ 1 + (c− 1) = c, (13)

yielding |xk+1| ≥ c|xk|, concluding the proof. 2

The problem evidenced by Lemma 2 is caused by the
control action being unaware of any upper bound for the
function f in (1). This justifies the fact that, under sam-
pling, the upper bound for f must be known. Assumption 1
is thus reasonably modified as follows.

Assumption 2. There exist b, b̄ > 0, and a known continu-
ous function ψ : R → R≥0, such that

0 < b ≤ b(x, t) ≤ b̄ (14)

|f(x, t)| ≤ ψ(x), ∀x ∈ R, t ∈ R≥0. (15)

This reasonable expression for the amount of uncertainty
that can be tolerated under sampling is directly related
to the problem of reachability of perturbed discrete-time
systems (Delfour and Mitter, 1969; Bertsekas and Rhodes,
1971; Raković et al., 2006).

3. SAMPLING AND CONTROL DESIGN FOR
IMPLEMENTATION

3.1 Practically implementable control objective

It is also clear that under uncertainty and a finite number
of samples before the deadline, the control objective of
reaching exactly a single point in the state space, e.g. the
origin, is not achievable. A realistic and practically solvable
control problem is then formulated as follows.

Problem 3. Let a minimum norm ε > 0 for the final
state, an initial time t0 ≥ 0 and a deadline T > 0
be given. Design a control law u = α(x, t) and devise
a sampling strategy tk+1 = S({x(ti)}ki=0, {ti}ki=0) > tk,
k ∈ {0, 1, . . . , N − 1}, tN = T , such that for every initial
condition, there exists N ∈ N such that every trajectory
satisfies

|x(tℓ)| ≤ ε (16)

for some ℓ ∈ {0, . . . , N} if the control is applied through
zero-order hold as

u(t) = ūk = α(x(tk), tk), t ∈ [tk, tk+1). (17)

The design of the sampling strategy involves the selection
of the sampling instants, {tk}, where the total number of
samples, N , may depend on the initial condition. Arguably
the most practical sampling strategy is that of periodic
(i.e. uniform) sampling, given by S({x(ti)}ki=0, {ti}ki=0) =
tk + ∆, with constant sampling period ∆ = T/N > 0.
However, depending on the continuous-time dynamics, any
such constant sampling period selection could be unable
to provide global convergence, even if b in (1) were known
without uncertainty. This is shown next.

Lemma 4. Consider the scalar system (1) with b(x, t) ≡ 1
under sampling and zero-order hold as per (17), with a
given function α : R × R≥0 → R with sampling instants
satisfying tk+1 = tk + ∆ for some fixed ∆ > 0 and all
k ∈ {0, . . . , N − 1}. Let ψ : R → R≥0 be continuous and
suppose that lim|x|→∞ ψ(x)/|x| = ∞, and let c ≥ 1. Then,
there exists M > 0 such that for all x0 ∈ R there exists
a function f satisfying (15) such that |x(tk)| ≥M implies
|x(tk+1)| ≥ c|x(tk)| along the trajectory with x(t0) = x0.

Proof. We construct a function f depending on initial
condition x0 and function α as follows, by choosing on each
interval [tk, tk+1) a constant value for f depending on xk
and ūk. Following this construction, it is seen by induction
that xk, ūk only depend on x0 and α. Select M > 0 such
that ψ(x)/|x| ≥ (1 + 2c)/∆ for all |x| ≥ M . If |xk| < M ,
then set f ≡ 0. For |xk| ≥ M , distinguish the cases
|ūk| ≥ (1 + c)|xk|/∆ and |ūk| < (1 + c)|xk|/∆. In the first
case, set f ≡ 0, causing |xk+1 − xk| = |ūk|∆ ≥ (1+ c)|xk|.
Otherwise, set f = ψ(xk) sign(xk), causing x to increase in
absolute value since |f | = ψ(xk) ≥ (1 + 2c)|xk|/∆ > |ūk|.
Moreover, |xk+1 − xk| ≥ (ψ(xk) − |ūk|)∆ ≥ c|xk|. In any
case, then |xk+1| ≥ c|xk|. 2

The problem made explicit by Lemma 4 is very similar to
that indicated by Levant (2013, Theorem 3): the Euler
discretization with fixed integration step cannot retain
global fixed-time stability.

A possible solution to Problem 3 that overcomes the
problem indicated by Lemma 4 is given by the following
result, which allows the sampling period to be selected as
a function of the initial condition.

Lemma 5. Consider the scalar system (1) with functions
f, b satisfying Assumption 2, under sampling and zero-
order hold with sampling instants tk = t0 + k∆. Let
ϕ : R≥0 → R≥0 be a continuous strictly increasing function
with ϕ(0) = 0 and

∫∞
0
ϕ(z)−1dz = T . Moreover, consider

α(x, t) = α̃(x) = −b−1(ψ(x) + ϕ(|x|))sign(x)
in (17). Then, for any ε,M > 0, there exists a sufficiently
small ∆ > 0, such that with the sampled control actions
(17) and the bound |x(t0)| ≤ M on the initial condition,
|x(tk)| ≤ ε holds for all k ≥ T/∆.

Remark 6. By using M = |x(t0)|, the sampling period ∆
may be chosen as a function of the initial condition in
accordance with Problem 3.

Remark 7. The conditions ϕ(0) = 0 and
∫∞
0
ϕ(z)−1dz = T

imply that for all ε > 0, ϕ is not Lipschitz in [0, ε].

Proof. All trajectories of the sampled system are so-
lutions of the differential inclusion governed by ẋ(t) ∈
Aψ(x(t)) + BU(x(tk)) for t ∈ [tk, tk+1] with A = [−1, 1],
B = [b, b̄], and

U(x) = −b−1(ψ(x) + ϕ(|x|)) sgn(x) (18)

wherein sgn denotes the set-valued sign function defined as
sgn(x) = { sign(x)} for x ̸= 0 and sgn(0) = [−1, 1]. As an
auxiliary system, consider the continuous-time inclusion
˙̃x ∈ G̃(x̃) with

G̃(x) = Aψ(x) +BU(x). (19)

Set V (x̃) = |x̃|. For x̃ ̸= 0 then

V̇ ∈ sign(x̃)G(x̃) (20)

= Aψ(x̃) + [−b/b,−1](ψ(x̃) + ϕ(|x̃|))
⊆ [−1− b/b, 0]ψ(x̃) + [−b/b,−1]ϕ(|x̃|). (21)

Since the supremum of the last set above equals −ϕ(|x̃|),
then V̇ ≤ −ϕ(V ) if V ̸= 0. By the comparison lemma,
there exists s > t0 such that limt→s− V (x̃(t)) = 0, with s ≤
t0+

∫ |x(t0)|
0

ϕ(z)−1dz < t0+T and so that V (x̃(t)) = |x̃(t)|
decreases for t ∈ [t0, s). Consequently, |x̃(t)| ≤ |x̃(t0)| ≤M
and x̃(t) = 0 for all t ≥ t0 + T . Consider now again the
sampled system. Given δ > 0, define the set
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Gδ(x) = Aψ(x) +BU(x+ [−δ, δ]) (22)

and let

QM,δ = sup
|x|≤M+ε

sup
ξ∈Gδ(x)

|ξ|. (23)

If ∆ ≤ δ/QM,δ, then all trajectories of the sampled system
satisfy the inclusion ẋ ∈ Gδ(x) as long as |x(t)| ≤ M + ε,
because |x(t)− x(tk)| ≤ QM,δ∆ ≤ δ for t ∈ [tk, tk+1]. It is
straightforward to verify that

Gδ(x) ⊂ G̃(x+ [−δ, δ]) + [−δ, δ]. (24)

Hence, by Filippov (1988, Theorem 8.1), for the given ε
there exists a δ ∈ (0, ε] such that (24) implies |x(t)−x̃(t)| ≤
ε for all t ∈ [0, T ]. Selecting ∆ ≤ min{δ/QM,δ, T} such
that N = T/∆ is an integer then ensures that |x(tN )| ≤ ε,
because x̃(T ) = 0. To show that also |x(tk)| ≤ ε for k > N ,
note that |x(tk+1)| > |x(tk)| implies a sign change in x, i.e.,
x(tk+1)x(tk) ≤ 0, because

ẋ(t) sign(x(t)) ∈ (Aψ(x(t)) +BU(x(tk))) sign(x(t)) ≤ 0

when x(t) = x(tk) ̸= 0. Hence, either |x(tk+1)| ≤ |x(tk)|
or |x(tk+1)| + |x(tk)| = |x(tk+1) − x(tk)| ≤ δ ≤ ε, both of
which imply |x(tk+1)| ≤ ε. 2

3.2 Linear control and uniform sampling

According to Lemma 4, a constant sampling period in-
dependent of initial conditions could be inadequate. If a
bound on the possible initial conditions is known, or if the
sampling period can be selected after the first state mea-
surement becomes available, then Problem 3 can be solved
with linear control and uniform sampling. For future ref-
erence, in correspondence with ψ of Assumption 2, define
the nonnegative nondecreasing function ψ̄ : R≥0 → R≥0,
r 7→ ψ̄r, as

ψ̄r := sup
|x|≤r

ψ(x). (25)

Lemma 8. Consider system (1) satisfying Assumption 2
and the control objective given by Problem 3. Let M > 0
be given. Select λ ∈ R satisfying

b̄− b

b̄+ b
< λ < 1, (26)

where b, b̄ are the uncertainty bounds given by (6). Select
the sampling period ∆ > 0 satisfying

∆ ≤ min


λ− b̄− b

b̄+ b

ψ̄M
ε

,
T log(1/λ)

log(M/ε)

 , (27)

with ψ̄M given by (25), such that the number of sampling
steps before the deadline given by N := T/∆ is an integer.
Select a control gain K as

K =
1−λ
∆ + ψ̄M/ε

b
(28)

Then, the linear control law and uniform sampling strategy
given by

u(t) = −Kx(tk), t ∈ [tk, tk+1), (29)

tk+1 = tk +∆ = (k + 1)∆, (30)

steers any initial state of norm bounded by M into a ball
of radius ε centered at the origin at some sampling instant

tℓ ≤ tN . Moreover, if the sampling period ∆ is selected
small enough so that

∆ ≤ εb

(b+ b̄)ψ̄ε
then the control law

u = −C sign(x(tk)), C =
ψ̄ε
b

renders the closed ball Bε = {x ∈ R : |x| ≤ ε} robustly
invariant, i.e., if |x(tk)| ≤ ε, then |x(tk+1)| ≤ ε.

Remark 9. Analogous to Remark 6, by using M = |x(t0)|,
the sampling period ∆ and the gain K may be chosen as
functions of the initial condition.

Proof. The closed-loop system equation is

ẋ = f(x, t)− b(x, t)Kx(tk), t ∈ [tk, tk+1),

with solution satisfying

x(t) = x(tk) +

∫ t

tk

[f(x(s), s)− b(x(s), s)Kx(tk)] ds,

for t ∈ [tk, tk+1). Take absolute value to reach

|x(t)| =
∣∣∣∣x(tk)− ∫ t

tk

[b(x(s), s)Kx(tk)− f(x(s), s)] ds

∣∣∣∣
=

∣∣∣∣x(tk)− ∫ t

tk

[
b(x(s), s)K − f(x(s), s)

x(tk)

]
x(tk)ds

∣∣∣∣
=

∣∣∣∣1− ∫ t

tk

[
b(x(s), s)K − f(x(s), s)

x(tk)

]
ds

∣∣∣∣ |x(tk)|
For convergence, one could set∣∣∣∣1− ∫ tk+1

tk

[
b(x(s), s)K − f(x(s), s)

x(tk)

]
ds

∣∣∣∣ ≤ λ < 1, (31)

which is equivalent to

0 < 1− λ ≤
∫ tk+1

tk

[
b(x(s), s)K − f(x(s), s)

x(tk)

]
ds ≤ 1 + λ.

For |x(tk)| ≥ ε, the expression between square brackets
can be bounded as

bK − ψ̄M
ε

≤ b(x(s), s)K − f(x(s), s)

x(tk)
≤ b̄K +

ψ̄M
ε

so that if 1−λ ≤
(
bK − ψ̄M

ε

)
∆ and

(
b̄K + ψ̄M

ε

)
∆ ≤ 1+λ

then (31) would be satisfied. This is equivalent to

(1− λ)/∆+ ψ̄M/ε

b
≤ K ≤ (1 + λ)/∆− ψ̄M/ε

b̄
(32)

For a suitable value of K to exist, it is necessary then that

(1 + λ)/∆− ψ̄M/ε

b̄
− (1− λ)/∆+ ψ̄M/ε

b
≥ 0 (33)

or, equivalently,

(1 + λ)bε− ψ̄M∆b− (1− λ)b̄ε− ψ̄M∆b̄

= (b− b̄)ε+ (b+ b̄)ελ− (b+ b̄)ψ̄M∆ ≥ 0, (34)

for which, in turn, it is necessary that

(b− b̄)ε+ (b+ b̄)ελ > 0

which is equivalent to (26). Under (26), one can then select

0 < ∆ ≤ (b+ b̄)λ− (b̄− b)

(b+ b̄)ψ̄M/ε
=

λ− b̄− b

b̄+ b

ψ̄M
ε

(35)
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so that (33) is satisfied. A possible value of K satisfying
(32) is then given by (28). Then, provided |x(tk)| ≥ ε,

|x(tk+1)| ≤ λ|x(tk)| (36)

and |x(tk)| ≤ λk|x(t0)|. For convergence from M to ε, we
need |x(tN )| ≤ λNM ≤ ε, giving

N ≥ log(ε/M)

log λ
=

log(M/ε)

log(1/λ)
(37)

Using the fact that T = N∆, then (27) is obtained
from (35) and (37). All the previous design considerations
will ensure (36) provided |x(tk)| ≥ ε, so that it will happen
that |x(tℓ)| < ε for some ℓ ≤ N .

For 0 < |x(tk)| ≤ ε, the specified control law makes the
solution satisfy

x(tk+1) =

x(tk) +

∫ tk+1

tk

[f(x(s), s)− b(x(s), s)C sign(x(tk))]ds

=

(
|x(tk)| −

∫ tk+1

tk

[
b(x(s), s)C − f(x(s), s)

sign(x(tk))

]
ds

)
sign(x(tk))

The expression between square brackets satisfies

bC − ψ̄ε ≤ b(x(s), s)C − f(x(s), s)

sign(x(tk))
≤ b̄C + ψ̄ε

and then − b+ b̄

b
ψ̄ε∆ = −(b̄C + ψ̄ε)∆

≤ −
∫ tk+1

tk

[
b(x(s), s)C − f(x(s), s)

sign(x(tk))

]
ds

≤ −(bC − ψ̄ε)∆ = 0.

Therefore, − ε ≤ |x(tk)| − ε ≤

|x(tk)| −
∫ tk+1

tk

[
b(x(s), s)C − f(x(s), s)

sign(x(tk))

]
ds

≤ |x(tk)| ≤ ε

and hence |x(tk+1)| ≤ ε. If x(tk) = 0, a similar reasoning
shows that |x(tk+1)| ≤ ε holds for any ūk ∈ [−C,C]. 2

4. CONCLUSIONS

Although recent works have shown that prescribed-time
convergence can be achieved under extreme model uncer-
tainty, this paper shows, by considering a scalar system,
that any control applied through zero-order hold could not
converge or could even diverge under such uncertain con-
ditions. Moreover, it is shown that whenever the control
is applied through zero-order hold, it is necessary to not
only assume bounded uncertainty but also know the uncer-
tainty bounds in order to achieve a prescribed error bound
at the deadline. Based on such necessary information, a re-
alistic, practically implementable prescribed-convergence-
time control objective is formulated and possible solutions
are provided. Moreover, it is shown that under prior knowl-
edge of a bound for the initial condition, or if the strategy
can be selected after the first measurement becomes avail-
able, then the control objective can be achieved under uni-
form sampling and linear control. Future work may involve
studying the properties of sample-based implementations
of higher-order algorithms based on time-varying gains

that tend to infinity, as the current results suggest that the
remarkable properties of continuous-time prescribed-time
algorithms are significantly diminished under sampling.
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Gutiérrez, D. (2022). On inherent robustness and
performance limitations of a class of prescribed-time
algorithms. arXiv preprint arXiv:2205.02528.

Bertino, A., Naseradinmousavi, P., and Krstic, M. (2022).
Design and Experiment of a Prescribed-Time Trajectory
Tracking Controller for a 7-DOF Robot Manipulator. J.
Dyn. Syst. Meas. Contr., 144(10).

Bertsekas, D.P. and Rhodes, I.B. (1971). On the minimax
reachability of target sets and target tubes. Automatica,
7, 233–247.

Delfour, M.C. and Mitter, S.K. (1969). Reachability of
perturbed systems and min sup problems. SIAM J
Control, 7(4), 521–533.

Espitia, N., Steeves, D., Perruquetti, W., and Krstic,
M. (2022). Sensor delay-compensated prescribed-time
observer for LTI systems. Automatica, 135, 110005.

Filippov, A.F. (1988). Differential equations with discon-
tinuous righthand sides, volume 18 of Mathematics and
its Applications (Soviet Series). Kluwer Academic Pub-
lishers Group, Dordrecht. Translated from the Russian.

Griffin, D.R., Webster, F.A., and Michael, C.R. (1960).
The echolocation of flying insects by bats. Animal
Behaviour, 111(3-4), 141–154.

Holloway, J. and Krstic, M. (2019a). Prescribed-time out-
put feedback for linear systems in controllable canonical
form. Automatica, 107, 77–85.

Holloway, J. and Krstic, M. (2019b). Prescribed-time
observers for linear systems in observer canonical form.
IEEE Trans. Autom. Control, 64(9), 3905–3912.

Hua, C.C., Ning, P., and Li, K. (2021). Adaptive
prescribed-time control for a class of uncertain nonlinear
systems. IEEE Trans. Autom. Control, 67(11), 6159–
6166.

Levant, A. (2013). On fixed and finite time stability in
sliding mode control. In Proc. 52nd IEEE Conf. on
Decision and Control, Florence, Italy, 4260–4265.
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