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A B S T R A C T

Melting and primary fining represent the most essential steps in the glass manufacturing process. Electric
boosting and bubbling are common methods used to optimize these processes by improving the product
quality and energy efficiency. However, a structured overview of their impacts on the operation of the total
melting furnace has not previously been published. The present paper provides a thorough comparison of these
technologies applied to an industrial melting furnace, including the effects on temperatures, melt flow patterns,
glass quality, as well as the heat fluxes and process efficiency. In this work, extensive numerical simulations
were performed. Unlike other studies described in the literature, a validated CFD model of exceptionally high
accuracy was employed. Furthermore, the entire melting furnace was considered, such that the glass tank
was coupled to detailed simulations of the turbulent gas-phase combustion. A novel method for combustion
modeling in glass manufacturing was applied, and user-defined functions supported an analysis of glass quality.
Substantial differences were observed between the furnaces with electric boosting and bubbling. For the first
time, interrelated effects could be described in detail, providing a comprehensive overview of the entire
operation. Based on the presented results, the targeted use of both electrodes and gas nozzles is suggested
for future melting processes.
1. Introduction

Melting materials is required for various industrial processes, rang-
ing from metal manufacturing and recycling to applications of pro-
duction technologies such as die casting, welding and flame cutting.
These processes all require high temperatures during the operation,
which, in turn, demands an extensive input of heat. As a major energy
consumer in the thermal processes sector, glass manufacturing is the
subject of ongoing research regarding the improvement of production
efficiency. Because process temperatures of up to 1500 ◦C are used,
more than 75% of the total energy required during glass manufacturing
is consumed by the melting furnace itself. Up until now, this energy
has been provided largely by fossil fuels [1]. With the urgent need
to significantly reduce greenhouse gas emissions, the focus is being
directed toward the further optimization of common melting processes,
ultimately leading to lower energy consumption.

In the last decades, a variety of concepts have been proposed to
enhance industrial high-temperature processes and help to directly
reduce the specific energy demand of the furnace. Regenerative fur-
naces utilize the remaining energy in the flue gases and are regularly
employed in the aluminum- and glass-melting industries [2,3]. With
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the combustion air being preheated by the exhaust gas, the flue gas
losses are reduced, and higher process temperatures can be reached.
As a rather new technology in the glass industry, this can be combined
with preheating the raw materials/cullet, which enables an additional
reduction in the specific energy demand of the furnace [4–7]. The
application of oxygen-enhanced or pure oxy-fuel combustion represents
another substantial step forward in increasing the efficiency of high-
temperature processes [8,9]. By increasing the oxygen volume fraction
in the oxidizer gas from 21 𝑣𝑜𝑙% up to 100 𝑣𝑜𝑙%, higher flame tem-
peratures can be achieved. Moreover, the reduced nitrogen content in
the flue gases results in enhanced radiative heat transfer together with
higher overall energy efficiency [10,11]. In general, these convincing
advantages mean that oxygen-enhanced and oxy-fuel combustion are
currently frequently applied methods in high-temperature processes,
but especially in glass manufacturing [1]. One promising concept for
utilizing the waste heat of future oxy-fuel furnaces is that of thermo-
chemical recuperation (TCR), where flue gas recirculation is combined
with regeneration and reforming steps. This results in the formation
of a syngas (CO+H2) that can be re-supplied to the burner as a fuel
[12–16]. However, the technology still requires extensive research
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before it can be implemented on an industrial scale. Placing a specific
focus on the melting and fining technologies used in continuously
operated glass manufacturing furnaces, commonly implemented meth-
ods are the use of heating electrodes (electric boosting) or bubble
chains (bubbling). The local input of electrical energy or gas mo-
mentum, respectively, has been shown to significantly affect the flow
and temperature field in the melt and allow the glass quality to be
increased. [17,18].

In recent years, the optimization of high-temperature processes to
improve energy efficiency and product quality has been boosted by
the application of numerical methods. By performing CFD (Compu-
tational Fluid Dynamics) simulations, the conditions inside industrial
furnaces can be studied in detail. Considering the history of glass
furnace modeling, the first mathematical models [19,20] were rather
highly simplified. Hence, they were of limited use for performing
a thorough evaluation of the total process. More sophisticated CFD
models were proposed over time, integrating a coupling between the
separately calculated combustion space and glass tank [21–24] or
taking into account the mechanisms of batch melting [25–27]. Despite
the increased complexity of these studies, neither of the simulations
allowed numerical modeling of the entire melting furnace without any
restrictions.

Comprehensive numerical simulations of industrial furnaces or com-
plex melting processes have only been rendered possible due to the
most recent significant advances in computational technologies. The
focus has shifted more strongly toward investigating the phenomena
in the melt and the interactions of these phenomena with the total
process operation. Qiu et al. [2] and Wang et al. [28,29] conducted
sophisticated numerical calculations for the optimization of aluminum
melting furnaces. Chen et al. [30] extensively studied the effect of a jet
burner in an electric arc furnace to enable more effective scrap melting.
Detailed simulations of the molten pool dynamics during laser welding
were presented by Ai et al. [31,32], which substantially extended the
knowledge of weld formation phenomena and potential defects.

The latest numerical models of glass furnaces have already en-
abled researchers to gain a deeper insight into the effects of electric
boosting and bubbling in the melt. Li et al. [17,33] developed a
three-dimensional model of an air–fuel fired regenerative furnace. The
combustion calculation was performed by taking a basic Eddy Dis-
sipation approach that does not allow for multi-step chemistry. The
basis case with no additional measures was compared with a case
where electric boosting was employed. This electric boosting promoted
melt circulations and increased the production rate while ensuring
appropriate glass quality. In a previous study [34], the authors of the
current paper developed and validated a numerical model of an oxy-
fuel-fired glass-melting furnace with electric boosting. A sophisticated
model coupling method as well as a detailed combustion simulation
applying the Steady Laminar Flamelet (SLF) approach were integrated
in glass furnace modeling for the first time. This enabled more precise
predictions of temperatures and species to be made as compared with
other models described in the literature. Subsequently, the CFD model
was utilized in [35] to perform an analysis of the glass quality and
energy efficiency while varying the specific power input and glass
production rate.

Due to the inherent complexity of multiphase flows, mathematical
studies on bubbling in an industrial environment have only rarely
appeared in the literature. Ungan and Viskanta [18] carried out an
up-to-now unmatched numerical study on the effect of bubbling in a
glass melting tank. They used a single-phase approach for the bubble
chain and Hottel’s zonal method [36] for approximating the heat
transfer to the melt. Hoke later [37] proposed a rather simple model
of a glass melting tank with bubbling and studied the velocity and
temperature field inside the melt. In another attempt, Xu et al. [38]
resolved the bubble chain in a glass tank by using the volume of fluid
(VOF) method, delivering a more realistic view of the actual multiphase
2

phenomena. Both of these more recent models, however, were limited e
to the glass melting tank and did not consider any combustion processes
or actual heat transfer mechanisms that occur in a practical furnace. In
a preceding work [39], a modeling strategy for bubbling in an industrial
environment was finally developed. Separate multiphase simulations
were run to derive the bubble characteristics and induced buoyancy
force per bubble chain. In this way, it was possible for the first time
to simulate an entire glass melting furnace with bubbling by using a
validated approach and advanced numerical models. A comprehensive
study on the effects in the combustion chamber was not yet included
in [39] though.

The review of the literature shows that most methods used to
enhance industrial melting furnaces emphasize the reduction of heat
losses and the optimization of the energy supply. The interactions
among the complex processes taking place inside the melt and the
operation of the total furnace have rarely been the focus of research.
As a result, the current understanding of how to control the melt flow
pattern in a targeted fashion and what this pattern affects the heat
fluxes, energy efficiency and product quality is still limited [40]. In
this paper, work is described that closes this research gap, and an in-
depth analysis of an industrial melting process using state-of-the-art
numerical models is presented. A main objective of this work was to
compare and discuss the influences of electric boosting and bubbling on
the total furnace operation. This paper provides a structured overview
of the interconnected effects on the temperature distribution, the melt
flow pattern, the glass quality as well as the heat fluxes and process
efficiency. This overview was obtained by running extensive numerical
simulations of an industrial-scale glass melting furnace in Fluent 19.0,

hich is equipped with either heating electrodes or bubble chains.
his work directly builds on the work in [34], which describes the
evelopment of the basic CFD model of the glass furnace, and on the
ork in [39], which describes in detail the simulation strategy and
ata derivation for the bubble chain. Based on the model development
escribed in previous works [34,35,39], comprehensive bubbling simu-
ations in an industrial glass melting furnace are presented for the first
ime. Another novel aspect of this paper is that the results are directly
ompared to the electric boosting setup, enabling a demonstration
f the differences between these common physical fining techniques.
urthermore, unlike other studies in the literature, a particular value
as assigned to creating a reasonable model of the gas phase combus-

ion, since user-defined functions (UDFs) were integrated to accurately
odel the gas phase properties within the combustion space. Finally,
DFs also supported the calculation of various glass quality metrics,
nabling deeper insights into product quality effects to be gained.

Overall, the present study tackled the non-trivial problem of cou-
ling multiple physical effects in order to optimize the efficiency of
elting processes. The comprehensive nature of this work enabled an

mproved understanding to be gained of complex heat transfer mecha-
isms occurring in an industrial furnace, and especially regarding the
ole of the melt flow pattern. These findings should facilitate the design
nd operation of melting furnaces and support the development of a
ore ideal process regarding energy efficiency and product quality.

. Theoretical basis

The considered methods for influencing the melting process include
he integration of heating electrodes or bubble chains into the melting
pace.

Electric boosting utilizes the concept of resistance or Joule heating.
ith the glass melt being an electrical conductor, the generation of an

lectric potential in the melting space causes a current that, in turn,
nduces Joulean heat [41]. In principle, the locally induced heat 𝑞𝑒𝑙
W∕m3) is the product of the electric current density 𝑗 (A∕m2) and the
lectric field 𝐸 (V∕m). Assuming a material with electrical conductivity
(1∕Ωm), the current density is proportional to the electric field, thus
= 𝜎 ⋅ 𝐸. In a conservative electric field, where the Maxwell–Faraday
quation yields 𝛁×𝐄 = 0, applying the gradient theorem finally allows
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the expression of the source term 𝑞𝑒𝑙 as a function of the electric
otential 𝜙 (V). This results in an electric potential equation for the
nduced heat according to Eq. (1).

𝑒𝑙 = 𝜎 ⋅ |∇𝜙|2 (1)

As a local increase in the melt temperatures occurs, natural convection
causes a buoyancy effect that is usually part of a large recirculation
flow [17,34]. In addition to directly influencing the melt flow, this
electric boosting also implies that additional energy is input in the
melt. This is essential for increasing the melting capacity of darker
glass, since the higher absorption coefficient prevents the thermal
energy input from the combustion chamber from advancing far into
the melt [3].

Bubble chains are used in a variety of industrial applications, mainly
to intensify the mass transfer effects within fluids and to achieve a
certain degree of convective mixing [42]. When incorporated in glass
tanks, gas sparging into the highly viscous melt results in the formation
of large spherical to spherical-cap-shaped bubbles [43,44]. Due to the
buoyancy and hydrodynamic drag, a strong upward motion of the sur-
rounding glass melt is induced. Despite the fact that the two-phase flow
naturally follows the basic conservation principles of fluid dynamics,
a detailed mathematical derivation of the complete hydrodynamics
in bubble chains cannot be provided in most practical applications.
For numerical modeling, one interesting concept represents the direct
calculation of the induced buoyancy force 𝑓𝑏 (N∕m3) (a source term
hat refers to the total input of vertical momentum per bubbler). This
legant calculation strategy is based on the assumption of a quasi-
tationary operating bubble chain and was first employed by Ungan
nd Viskanta [18] in their simulation of a glass tank with bubbling.
n a preceding work by the authors [39], the approach was extended
o include a comprehensive and validated simulation method that can
rovide tailor-made solutions for exact application cases. In principle,
he vertical momentum source 𝑓𝑏 is applied as a volumetric quantity in
confined cylindrical region enclosing the actual multiphase flow. This

ource can be calculated according to Eq. (2), where 𝐹𝑏 (𝑁) represents
he single bubble buoyancy and 𝑁 (1∕m3) is the number of bubbles per
nit volume.

𝑏 = 𝐹𝑏 ⋅𝑁 = 𝛥𝜌𝑔𝑉𝐵 ⋅𝑁 (2)

he average bubble volume 𝑉𝐵 results from the bubbling frequency and
he gas volume flow rate �̇�𝑔 during the bubble chain operation. The
umber of bubbles per unit volume 𝑁 is calculated with Eq. (3), where
𝐵 and 𝑤𝐵 are the equivalent bubble diameter and bubble ascension
elocity, respectively.

=
�̇�𝑔

𝑑2𝐵
𝜋
4𝑤𝐵𝑉𝐵

(3)

The additionally induced gas momentum locally accelerates the liquid
glass flow, which ultimately results in a strong homogenization of the
melt. In this way, a positive effect on the glass quality and melting
performance has been described in the literature [3,37,45].

Although both electric boosting and bubbling rely on completely
different physical mechanisms, they both result in the surrounding glass
melt being forced upwards toward the free surface. Overall, the flow
pattern, the thermal fluxes and the quality of the product glass are
significantly affected. The former two can be directly evaluated by
means of numerical methods, as detailed insights into the velocity and
temperature distribution of the furnace are possible. This evaluation
is supported by assessing the energy conversion to determine the
efficiency parameters, which are described in Section 2.1. Influences
on the quality of the product glass have to be estimated on the basis
of certain metrics. For this reason, a brief introduction to the topic of
3

glass quality is provided in Section 2.2. t
2.1. Efficiency parameters

Evaluating the efficiency of an industrial glass melting furnace
requires an extensive knowledge of the heat and enthalpy fluxes that
occur in the process. The energy transfer rates in the present furnace
were proposed fundamentally for an electric boosting furnace setup
by Raič et al. [34,35]. Energy added to the combustion chamber (CC)
includes the enthalpy fluxes of the oxidizer �̇�𝑜𝑥 and the fuel �̇�𝑓𝑢𝑒𝑙,
as well as the heat from combustion �̇�𝑓𝑢𝑒𝑙, which is considered as an
external input of thermal energy. The balance for the combustion space
is closed by the wall losses �̇�𝑤𝑎𝑙𝑙,𝐶𝐶 , the enthalpy flux of the flue gases
�̇�𝑓𝑔 as well as the heat transferred to the melt �̇�𝑚𝑒𝑙𝑡. Regarding the
glass tank (GT), the energy input is achieved by means of the batch
enthalpy flux �̇�𝑏𝑎𝑡𝑐ℎ, the heat via the free melt surface �̇�𝑚𝑒𝑙𝑡, and,
depending on the configuration, a potential electric boosting power
𝑃𝑒𝑙. Wall losses �̇�𝑤𝑎𝑙𝑙,𝐺𝑇 , the extracted glass enthalpy �̇�𝑔𝑙𝑎𝑠𝑠 and the
chemical reaction heat for the batch conversion �̇�𝑐ℎ𝑒𝑚 constitute the
corresponding negative terms.

By utilizing the listed energy transfer quantities, several efficiency
parameters can be introduced to assess and compare the furnace opera-
tion. How the thermal energy supplied by the gaseous fuel is exploited
is revealed by the efficiency of the combustion chamber 𝜂𝐶𝐶 according
to Eq. (4).

𝜂𝐶𝐶 =
�̇�𝑚𝑒𝑙𝑡

�̇�𝑓𝑢𝑒𝑙
(4)

The enthalpy flux of the flue gases can also be related to the thermal
fuel input, yielding the relative flue gas losses 𝜉𝑓𝑔 with Eq. (5).

𝜉𝑓𝑔 =
�̇�𝑓𝑔

�̇�𝑓𝑢𝑒𝑙
(5)

Ultimately, the overall furnace efficiency is quantified in accordance
with the definition provided by Conradt et al. [8]. The energy ex-
ploitation 𝜂𝑒𝑥 (i.e., the overall energy conversion efficiency) is obtained
y dividing the exploited power by the total power input, namely
𝑒𝑥 = 𝑃𝑒𝑥∕𝑃𝑖𝑛. The exploited power 𝑃𝑒𝑥 is calculated by subtracting
he required chemical reaction heat, as well as the flue gas and wall
osses, from the total power input 𝑃𝑖𝑛. In principle, this thus represents
he enthalpy flux of the exiting glass melt. The total power input 𝑃𝑖𝑛

eventually represents the heat from combustion �̇�𝑓𝑢𝑒𝑙 as well as the
additional electric power input 𝑃𝑒𝑙 when employing electric boosting.
In accordance with the notation used in this paper, 𝜂𝑒𝑥 can be written
in form of Eq. (6).

𝜂𝑒𝑥 =
𝑃𝑒𝑥
𝑃𝑖𝑛

=
�̇�𝑔𝑙𝑎𝑠𝑠

�̇�𝑓𝑢𝑒𝑙 + 𝑃𝑒𝑙
(6)

2.2. Glass quality

The assessment of glass quality is usually made based on the pres-
ence of inhomogeneities in the final melt [46]. Resulting from an
insufficient fining of the glass melt, such defects represent undissolved
batch particles or inclusions of reaction gases. However, an objective
description of the fixed metrics must be made to reasonably evaluate
glass quality. These can be derived by applying the principle of tracking
particles as they travel through the melting space and by evaluating
their respective residence time and temperature history.

2.2.1. Residence time
Since the diffusion-driven dissolution of sand grains (SiO2) and

he removal of small bubbles are related to residence times, Nêmec
t al. [47–49] introduced the space utilization 𝑢 ∈ [0, 1] as a di-
ensionless quantity. This is defined as the ratio of the reference
omogenization time to the mean residence time of the total glass in the
elting space, namely 𝑢 = 𝜏𝐻,𝑟𝑒𝑓∕𝜏𝐺. Depending on the controlling cri-

erion, 𝜏 represents the average time for sand dissolution or bubble
𝐻,𝑟𝑒𝑓
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Fig. 1. Schematic view of the simulation model along the center plane of the furnace. The coupling methodology over the glass surface is indicated, and the boosting
electrodes/bubble chains are shown in the glass tank.
removal. With regard to the sand dissolution process and assuming that
differences in the dissolution time along different trajectories can be ne-
glected, the calculation can be simplified such that the critical particle
trajectory with minimum residence time is solely considered [50–52].
In this way, the (critical) space utilization can be calculated according
to Eq. (7) by dividing the minimum residence time of a particle 𝜏𝑐𝑟𝑖𝑡 by
the volumetric average residence time 𝜏𝐺, which is given by the ratio
of the total melt volume 𝑉𝑔𝑙𝑎𝑠𝑠 to the glass pull rate �̇�𝑔𝑙𝑎𝑠𝑠.

𝑢 =
𝜏𝑐𝑟𝑖𝑡
𝜏𝐺

with 𝜏𝐺 =
𝑉𝑔𝑙𝑎𝑠𝑠
�̇�𝑔𝑙𝑎𝑠𝑠

(7)

In addition to supporting the quantification of glass quality, the space
utilization is a demonstrative quantity that illustrates the total flow pat-
tern within the melting space. This quantity is thus regularly used for
estimating the overall melting performance and energy consumption
of the furnace. In general terms, a higher space utilization indicates an
increase in both the energy efficiency and the melting capability [50].

2.2.2. Melting and mixing behavior
Apart from merely assessing the residence times of particles in the

melting tank, other sophisticated mathematical formulations have been
introduced to support the glass quality analysis. Regarding the melting
process and glass homogeneity, the so-called melting factor (fining
index) 𝐹𝐼 and melting index 𝑀𝐼 were proposed in [53]. These are
calculated according to Eqs. (8) and (9) as integrals throughout the
melting time period.

𝐹𝐼 = ∫

𝑡𝑒𝑛𝑑

0

𝑇
𝜇

d𝜏 (8)

Incorporating the history of a particle’s temperature 𝑇 and the local
glass viscosity 𝜇, this factor 𝐹𝐼 (kgK∕m) reflects the melting capa-
bility along a certain trajectory. Maximum values are reached when
the particle is present in regions of high temperatures and low melt
viscosities.

Unlike the melting factor, the melting index 𝑀𝐼 (-) represents a
more meaningful quantity due to its dimensionless nature. Derived
from the Sherwood number 𝑆ℎ = 𝑓 (𝑑2∕3𝑝 , 𝐷−1∕3, (∇𝐯)1∕3), this index
describes the mass transfer from a SiO2-grain to the melt which is
induced by convective transport [53]. Ultimately, the melting index
is calculated from the velocity gradient tensor |∇𝐯|, a representative
4

particle diameter 𝑑𝑝 for the sand grain and the diffusion coefficient
𝐷SiO2

. In [33], a constant value of 𝐷SiO2
= 1.5 ⋅ 10−12 m2∕s was cited.

𝑀𝐼 = ∫

𝑡𝑒𝑛𝑑

0

4 ⋅ |∇𝐯|2∕3 ⋅𝐷1∕3
SiO2

3 ⋅ 𝑑2∕3𝑝

d𝜏 (9)

Because it depends heavily on velocity gradients, the dimensionless
melting index characterizes the convective mixing to some extent; thus,
it represents a comparable measure of glass homogeneity. For this
reason, it is also referred to as mixing index [33]. In total, a higher
melting index 𝑀𝐼 indicates an enhanced phase transition from the
batch to the melt and improved homogeneity. A value of 𝑀𝐼 ≫ 1 for
all possible trajectories suggests that all sand grains will dissolve in the
melt with high probability [53].

For the glass quality analysis of the current work, the space uti-
lization 𝑢, fining index 𝐹𝐼 and melting index 𝑀𝐼 were determined
by running the Discrete Phase Model (DPM) in a post-processing step.
Therefore, user-defined functions (UDFs) were developed and coupled
to the particle track calculation in Fluent.

3. Numerical modeling

In this work, an oxy-fuel fired furnace for the production of a
soda-lime-silica glass was investigated. An accurate numerical model
of the furnace was developed in Fluent 19.0 in a preceding work [34],
where an extensive description of the employed models and boundary
conditions was given. Fundamentally, all numerical settings have been
retrieved for the present investigation, although some improvements
in the modeling were included (as described below). Furthermore, a
slightly different operating point with an increased fuel input and
glass pull rate was analyzed. Subsequently, only a short summary of
the numerical methodology is provided, since the development of the
underlying CFD models was the main objective of the previous works.
All the changes being made, as compared with the modeling described
in Ref. [34] are highlighted. For further information, please refer
to [34,35,39], where the numerical setup and boundary conditions
have been explained in great detail.

A schematic image of the simulated furnace is shown in Fig. 1. With
the cross-fired burner arrangement of six fishtail burners, a thermal en-
ergy input of the fuel of approximately �̇�𝑓𝑢𝑒𝑙,𝐸𝐵 = 3.34 MW is provided.
In the physical furnace, electric boosting is installed in support of fining
with an additional power of 𝑃 = 600 kW. This power is achieved by
𝑒𝑙
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six electrodes that are positioned in two staggered transversal rows. To
make a direct comparison between the fining methods of electric boost-
ing and bubbling, the six boosting electrodes in the CFD model were
directly replaced by gas nozzles for the configuration with bubbling.

3.1. System coupling

The total furnace was divided into the standalone submodels of the
combustion chamber (CC) and the glass tank (GT). The two separate
models were coupled in terms of an iterative transfer of surface heat
flux (CC → GT) and temperatures (GT → CC) over the glass surface
boundary condition. The convergence in the iterative calculation was
accelerated by employing a weighted averaging of the temperature pro-
files. In this way, oscillations in the numerical solution were eliminated,
and a stringent termination criterion was applied. Furthermore, a free-
slip condition was assigned at the free melt surface, and the discharge
of bubbling gas into the combustion space was disregarded due to its
insignificant mass flow rate as compared to the gases that emerge as a
result of calcination.

3.2. Combustion chamber modeling

The steady-state solution of the flow field was computed by solving
the Reynolds-averaged Navier–Stokes equations. As the principle of
non-premixed combustion relies on the turbulent mixing of the oxidizer
and fuel gases, turbulence modeling is vital in order to accurately
predict the flame shape and temperatures. Reynolds numbers near
the burners substantially exceed the order (104), which further em-
hasizes the turbulent nature of the gaseous flow. The Boussinesq
pproximation was employed to resolve the closure problem of the
urbulent Reynolds stresses. The turbulent viscosity was calculated with
he realizable 𝑘 − 𝜀 model proposed by Shih et al. [54]. In various
ublications, two-equation models have been shown to provide a rea-
onable numerical solution for industrial oxy-fuel flames [10,55,56].
he realizable 𝑘 − 𝜀 model, in particular, was found to be similarly
recise to the numerically more demanding and sensitive Reynolds
tress Model (RSM) [10]. Having a broad range of 𝑦+ values in the
umerical mesh, the enhanced wall treatment option [57] was used to
escribe the turbulent near-wall behavior.

Unlike other glass furnace simulations cited in the literature, the
ombustion calculation of the developed CFD model is based on a
ixture fraction approach and the Steady Laminar Flamelet Model

SFM) [58,59]. The reaction chemistry for the combustion of methane
ith pure oxygen was resolved by using a skeletal mechanism with
5 reversible reactions, presented by Peeters [60]. Researchers showed
hat the SFM together with the skeletal25 mechanism is qualified for an
fficient but accurate numerical modeling of oxygen-enriched and oxy-
uel combustion [55,61–63]. The radiative transport equation (RTE)
as solved in 128 (4 × 4 × 8) individual directions using the discrete
rdinates approach (DO) [64,65] in combination with the weighted-
um-of-gray-gases model (WSGGM) for the radiating gas mixture. As a
ovelty in combustion modeling in the glass industry and in contrast to
he initial furnace model described in [34], a state-of-the-art WSGGM
as employed to improve the accuracy of the radiative heat transfer

rom the flue gases. The absorption coefficient of the radiating gas
ixture was computed by integrating a user-defined function (UDF)
ith the recently-derived model coefficients of Bordbar [66,67]. The
ew model of Bordbar was found to be significantly more precise
han the default WSGGM described by Smith et al. [68], since it was
ptimized for oxy-fuel combustion and a wide range of molar ratios of
2O/CO2. One further improvement in the current work as compared
ith the combustion modeling in [35] was the detailed consideration of
as phase properties through a UDF as well. The viscosity and thermal
onductivity of the individual species in the reaction mechanism were
omputed as a function of temperature according to McBride et al. [69].
he final properties of the flue gas mixture were then calculated based
n the kinetic theory of gases. These adaptions improved the quality
f the combustion chamber modeling, enabling a more reasonable
5

endering of the ongoing physical processes.
Table 1
Operating conditions and represen-
tative characteristics per bubble
chain.
�̇�𝑔 (Nl/h) 100

𝑑𝐵 (mm) 40.7
𝑤𝐵 (m/s) 0.410

𝑓𝑏 (N/m3) 5796.6

3.3. Glass tank modeling

The steady-state flow of the glass melt can be calculated by using
the constitutional equations for the conservation of mass, momentum
and energy. In contrast to the gas phase in the combustion chamber, the
flow in the glass tank is characterized by the highly viscous melt. The
resulting Reynolds numbers of order (102) at the maximum indicated
that no turbulence modeling was required and that the standard Navier
Stokes equations could be used. In an incompressible form, these can
be written according to Eqs. (10)–(12) [57,70]

∇ ⋅ 𝐯 = 0 (10)

𝜌(𝐯 ⋅ ∇)𝐯 = −∇𝑝 + ∇ ⋅ 𝝉 + 𝜌𝐠 + 𝐒𝐌 (11)

∇ ⋅ (𝜌𝐯𝐻) = ∇ ⋅ (𝑘∇𝑇 ) + ∇ ⋅ (𝝉 ⋅ 𝐯) + 𝑆𝐸 (12)

here 𝜌, 𝐯, 𝑝, 𝝉, 𝐠, 𝐻 , 𝑘, 𝑇 are the density, velocity vector, pres-
ure, stress tensor, gravity vector, enthalpy, thermal conductivity and
emperature, respectively. 𝐒𝐌 and 𝑆𝐸 represent user-defined source
erms, which were required for modeling the bubbling and electric
oosting. The properties of the soda-lime silica melt were specified as
olynomial functions of the temperature according to data presented
y Pye et al. [71]. In the glass tank model with electric boosting,
he additional solution of the electric potential equation Eq. (1) was
equired to calculate the source term 𝑆𝐸 in the energy equation. The
lectric conductivity 𝜎 was implemented by applying a temperature-
ependent exponential function according to Li et al. [17]. Regarding
ubbling, the steady-state single-phase approach explained in Section 2
as used. The source term per bubbler was derived by running separate
ultiphase simulations of the bubble column. The operating conditions

f the bubble chain and obtained bubble characteristics for the present
lass tank are summarized in Table 1.

The calculated buoyancy force served as the vertical component of
he momentum source vector 𝐒𝐌 and was non-zero only in cylindrical
olumes of diameter 𝑑𝐵 directly above each gas nozzle in the tank. For
ore detailed information about the simulation of the multiphase flow

nd derivation of the bubble chain data, please refer to the preceding
ork of the authors [39].

As in the combustion chamber simulation, the thermal radiation was
alculated by using the DO method and the high angular resolution
f 4 × 4. The absorption coefficient of the melt was modeled using a
on-gray approach with three specified wavelength bands. The reaction
nergy of the batch to glass conversion was considered in terms of
n energy sink, which was uniformly distributed throughout the glass
olume of the melting end. With regard to the configuration and glass
elt in this work, a value of �̇�𝑐ℎ𝑒𝑚 = 139.69 kW was calculated by

aking the approach of Conradt [72–74].
Particle trajectories were computed by running Fluent’s Discrete

hase Model (DPM) in the post-processing mode. A total of 105 spher-
cal sand grains were injected through the two transversal batch inlets
nd tracked as they traveled through the glass tank toward the outlet.
he diameter of the SiO2 particles was assumed to be 1 mm, which
epresents a commonly suggested value in the literature [33,52]. By
ntegrating UDFs into the tracking process, the proposed glass quality
ndicators were computed for all particles.
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Fig. 2. Measured and calculated temperatures of thermocouples TC1–TC7 in the initial setup with electric boosting.
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In terms of solution methods, second-order upwind discretization of
he partial differential equations was performed in both models (CC and
T). A body force-weighted formulation was chosen for the pressure in
lass tank simulations. The steady-state solutions were computed with
pressure-based segregated solver and the SIMPLE algorithm.

.4. Grid convergence and model validation

For the initial numerical model of the glass furnace with electric
oosting, a grid-independent solution was achieved by applying a mesh
ontaining 3.16 million elements for the CC and 582 599 elements for
he GT, respectively [34]. For the simulations with forced bubbling,
he mesh of the CC model was used without any adaptions, whereas
tronger velocity gradients in the glass melt demanded for a slightly
igher grid resolution in the GT model, which ultimately resulted in a
esh with 873 947 cells.

The validation of the employed CFD modeling was extensively dis-
ussed in [34,39]. This validation was achieved by means of tempera-
ure measurements of seven sheathed thermocouples (type B, tolerance
lass 2 [75]) for the furnace model. In addition, theoretical derivations
nd empirical values from the literature were used to validate the
ingle-phase approach that was employed in the bubbling simulations.

The accuracy of the developed CFD model of the glass furnace is
mphasized in Fig. 2, where measured temperatures are compared to
he simulation results from the present setup with electric boosting.

In particular, the detailed modeling of the turbulent gas-phase
ombustion in the CC model resulted in a mean deviation of only 23.4

or 1.6%, with a maximum error of 30.7 K at TC2. This indicates
n increase in accuracy of about 10% as compared with the furnace
odel in the previous study [34], where the mean error of temperatures

mounted to more than 26 K. Compared to another glass furnace model
escribed in the recent literature [17], which had a maximum error at
he combustion chamber crown of 50 K or 3.4%, the deviation could be
educed by half. The mean temperature error of the glass tank model
as even decreased from 37.9 K in the previous publication [34] to
nly 25.0 K in this work. Overall, the demonstrated accuracy under-
cored the plausibility of the employed numerical setup and, therefore,
llowed a reasonable in-depth analysis of the process.

. Results and discussion

In subsequent sections, the steady-state simulation results of the
otal glass furnace equipped with either heating electrodes or bubble
hains are discussed. In order to make a reasonable comparison, the
imulation methodology and boundary conditions were scrutinized
6

irst: A direct substitution of boosting electrodes with bubble chains
s accompanied by the loss of the additional input of electric energy
nto the glass tank. On the basis of an equal glass mass flow rate (pull
ate) with both configurations, coupled furnace simulations showed a
ignificant drop in the temperature level of the furnace with bubbling.
n fact, the loss of the electric power input of 𝑃𝑒𝑙 = 600 kW resulted in
decrease in the volume-averaged temperatures relative to the electric
oosting configuration by 189 K in the combustion chamber and 200 K
n the glass melt. Since the melt flow patterns, glass quality indicators
nd furnace heat fluxes are largely governed by the temperatures, a
eaningful comparison has to be based on an alternative setup.

A relevant analysis for practical purposes could be performed if an
qual pull rate and equal total energy input could be ensured for both
he electric boosting and bubbling cases. Therefore, the fuel input in the
lass furnace with bubble chains was increased by the additional power
f electric boosting, namely �̇�𝑓𝑢𝑒𝑙,𝐵𝑈𝐵 = �̇�𝑓𝑢𝑒𝑙,𝐸𝐵 + 𝑃𝑒𝑙 = 3.94 MW. At
t, the oxidizer equivalence ratio was preserved for each burner. This
ssumption was feasible when using the actual firing setup, as all six
ishtail burners still operated within their nominal operation range at
he raised fuel and oxidizer input rates.

In the following sections, the results of the performed coupled
FD simulations are presented. In Sections 4.1 and 4.2, the focus
as directed toward determining the temperature and melt velocity
istributions inside the glass melting furnace, which were visualized
t predefined locations. Sand particle trajectories and glass quality
arameters obtained with electric boosting and bubbling are compared
n Section 4.3. Ultimately, the energy fluxes as well as efficiency
arameters of the total furnace are analyzed in Section 4.4 to provide
comprehensive overview of the effects of applying both methods.

or simplicity, the examined fining technologies electric boosting and
ubbling are subsequently abbreviated as EB and BUB, respectively.

.1. Temperature field

The overall distribution of temperatures – of the gas phase in the
ombustion space and the glass melt in the tank – represents the most
ssential parameter when characterizing the operation of the melting
urnace. This parameter defines the thermally driven circulations in
he melt, governs the quality of the product glass and is vital for
he efficiency of the total process. Although they were not primarily
mployed to manipulate the temperature field, EB and BUB had already
een estimated to have an extensive impact on this. These effects are
ummarized subsequently, as a detailed comparison is provided here
or the first time.
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Fig. 3. Contour plots of the temperature field for (1) electric boosting and (2) bubbling.
The simulation results showed the diametrical effects of the inves-
tigated fining methods on the temperature field inside the furnace.
Despite the fact that the total inputs of energy were equal, the volume-
averaged temperatures differed noticeably. In the gas phase of the
combustion space, a reduction from 1482 ◦C (EB) to 1397 ◦C (BUB)
was found, whereas the volume-averaged temperature decreased from
1226 ◦C (EB) to 1180 ◦C (BUB) in the glass melt. This was directly
attributed to the diverse fining mechanisms: The additional local input
of energy with EB caused an increase in temperatures in the fining
region, whereas BUB yielded a strong upward transport of colder
melt from the tank bottom toward the free surface, which, in turn,
led to a notable temperature reduction in the surrounding melt. This
phenomenon was visualized in the form of temperature contour plots
over the free surface, i.e. 𝑥𝑦-plane at 𝑧 = 0.0 m, in Fig. 3(a) and along
transversal 𝑦𝑧-sections in Fig. 3(b).

Due to the described effect, significant differences between the
two fining methods were observed in terms of temperature peaks in
the glass melt. In the case of EB, maximum temperatures of 1468 ◦C
were recorded on the free surface, while the maxima with BUB only
7

amounted to 1368 ◦C. Scrutinizing the contour plots of the surface
temperatures in Fig. 3(a), the location of the maximum also showed
a slight shift from between the electrodes E1 and E2 toward the second
burner. As a result of the gas nozzles being usually placed in vicin-
ity of the natural furnace hot spot, BUB could effectively eliminate
the temperature peaks. In comparison to a glass tank where neither
electrodes nor gas nozzles are included, BUB was already described to
raise the temperatures within the glass bath [18,37]. This resulted from
an enhanced heat transfer from the combustion space and, hence, an
increased total input of energy into the glass melt.

With regard to the melting characteristics, a variety of aspects have
to be considered when experiencing lower melt temperatures in the
case of BUB. Considering only the temperature level during primary
fining, an adverse influence on the dissolution of sand or refractory
particles can be expected. In general, higher temperatures enhance the
diffusion-based dissolution process and shorten the required dissolution
time per particle, as demonstrated, for example, by Němec [47,76].
Nevertheless, when observing high temperature corrosion in the fur-
nace, BUB has the potential to positively affect the longevity of the
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refractory materials. An analysis of zirconium-containing refractory
linings in lead-silicate glass melts showed that corrosion phenomena
intensified by a factor of 1.5–2.0 for a temperature increase of only 50
K within the interval of 1300–1600 ◦C [77,78]. However, a universal
assessment of the impacts of decreased temperature maxima on the
ongoing physical and chemical processes in the melt cannot be made
without performing practical experiments.

In the transversal temperature contours shown in Fig. 3(b), a high
degree of convective mixing can be seen in the fining region of the BUB
configuration; this is because the melt temperatures were distributed
more uniformly than with implemented electrodes. In the case of EB,
a pronounced layering of temperatures occurred throughout the glass
tank. These vertical differences are the natural result of the usual
furnace setup, where the melting tank is arranged underneath a com-
bustion chamber, but these are intensified when boosting electrodes
are included: The principle of natural convection induces an upward
motion of high-temperature glass, promoting the formation of distinct
temperature layers in the melt surrounding the electrodes. However,
this layering in the fining region is completely eliminated when using
BUB (see Fig. 4(a)). The velocity distribution, which is discussed in
Section 4.2, further underlines the high intensity of convective mixing
that occurs near the bubble chains.

To extend the view of the homogenization effect, longitudinal tem-
perature profiles were plotted for EB and BUB along the center plane
of the total furnace, shown in Fig. 4(b).

In the front region of the melting tank, BUB resulted in lower
temperatures of up to 50 K at the bottom and up to 95 K on the
urface. With an increasing 𝑥-coordinate, the temperature difference
o EB vanished at the bottom, but increased to 206 K at the surface.
urface temperatures thus showed a remarkable decrease throughout
he total glass bath (see Fig. 3(a)), whereas the bottom temperatures
ere similar in both cases. In particular, BUB affected the melt at the

hroat, which showed temperatures that even slightly exceeded those
n the EB setup.

To assess the temperature layering in terms of a comparable quan-
ity, the local difference in the values between the melt surface and the
ank bottom was normalized by the glass bath depth. This yielded the
ormulation of a difference quotient 𝛥𝑇 ∕𝛥𝑧 that was interpreted as a
ertical gradient and could be further compared to other furnaces in
8

he literature. For the glass furnace in the present paper, gradients of
up to 266 K∕m for EB and 220 K∕m for BUB were calculated across the
center plane. Reported values in the literature include 390 K∕m for a
day-tank furnace [79] and approximately 250 K∕m for a continuously
operated installation [17] that is similar to the furnace used in the
current study. Feng et al. [80,81] demonstrated that the best glass
quality could be achieved when avoiding the formation of distinct melt
temperature layers. As compared with EB, the employed configuration
of gas nozzles achieved a more homogeneous temperature distribution
in the extracted glass melt, with the maximum vertical gradients at
the throat not exceeding 120 K∕m. In contrast, the minimum vertical
gradients seen with EB were about 215 K∕m. Hence, the risk of having

discharge of layered or poorly mixed glass is directly reduced when
mplementing bubble chains.

Considering gas-phase temperatures in the combustion chamber,
ontour plots of the CC model were combined with the GT results,
hown in Fig. 3(b). Furthermore, crown temperature profiles along the
enter plane are illustrated in Fig. 4(b). As a main conclusion from
he performed calculations, the increased fuel input with BUB relative
o EB did not result in higher temperatures inside the combustion
hamber. On the contrary, the temperature level dropped substantially,
ith an average reduction seen at the crown of 92 K. Maximum crown

temperatures decreased from 1486 ◦C (EB) to 1410 ◦C (BUB).
Mayr et al. [82] reported that in typical industrial furnaces, the ma-

jor part of the transferred heat flux to the product represents radiative
heat transfer from the walls. For this reason, the difference in tempera-
ture levels between the crown and the free melt surface is an essential
quantity for assessing the heat transfer mechanisms in the furnace.
In the case of EB, only a negligible deviation was observed between
the temperature curves for the crown and the glass surface. Thus, the
investigated surfaces nearly displayed thermal equilibrium. By contrast,
the respective temperature levels with BUB did not coincide with each
other: A difference of approximately 40 K was recorded along the
major part of the furnace length, whereas the delta in temperatures
between the crown and the melt surface reached up to 127 K near
the gas nozzles. This was attributed to the aforementioned cylindrical
upward pumping effect of the low-temperature glass melt from the
bottom, which is induced by the rising gas bubbles and was already
mentioned in [38]. As a result, a higher share of the thermal energy that
is obtained from combustion is passed to the heating and fining of the
glass melt, which increases the fuel efficiency 𝜂𝐶𝐶 . This phenomenon

is reviewed in detail in Section 4.4.
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Fig. 5. Contour plots of absolute glass velocities with sample streamlines in the melting tank for (1) electric boosting and (2) bubbling.
4.2. Velocity field

A favorable melt flow is essential to ensure an efficient melting
process as well as a sufficient homogenization and residence time of
the melt in the furnace.

In Fig. 5, absolute velocities are plotted along the longitudinal
center plane 𝑦 = 0.00 m and two transversal 𝑦𝑧-planes through the inlet
(𝑥 = 1.00 m) and the fining region (𝑥 = 5.55 m) for both EB and BUB.
Samples of surface streamlines were included in order to illustrate the
actual flow directions.

Differences in the general velocity distribution between the two dis-
cussed methods were most pronounced in the fining region. Employing
EB, the buoyancy effect only relies on natural convection and maximum
vertical velocities were below 0.04 m∕s. Induced by the gas momentum,
significant velocity magnitudes in the positive and negative 𝑧-directions
occurred in the BUB setup, with maximum upward values falling within
the range of 0.3–0.4 m∕s. Increased melt velocities were perceivable
throughout the melting tank: Volume-averaged velocities amounted to
0.9 mm∕s when using heating electrodes. This value was exceeded
by a factor of more than five when integrating bubble chains, as
approximately 4.9 mm∕s were calculated for the BUB configuration.

The glass melting process and general flow pattern in a continuously
operated melting tank has already been investigated in a variety of
studies [17,34,38]. The results can be summarized as follows: In the
batch input region, the freshly formed and thus high-density raw melt
naturally sinks to the bottom, where it flows in a longitudinal direction
toward the outlet. In the spring zone directly below the furnace hot
spot (point of maximum temperature), an upward deflection of the
melt occurs. To prevent a direct discharge of the still-unrefined melt
(shortcut flow) and force an upward motion, transversal barriers in
9

the form of walls or rows of electrodes have been implemented in
many installation sites. In this way, the glass melt is necessarily driven
upwards and experiences a notable increase of temperatures, which
promotes both the sand dissolution and bubble removal process. A part
of the ascending melt then enters a large counterclockwise recirculation
vortex that transports energy in the form of the hot melt back into
the batch inlet region. The remaining melt may potentially feed a
corresponding clockwise vortex located at the rear of the tank and
ultimately leave the melting end of the furnace through the throat.

The visualization of the velocity field in Fig. 5 confirmed the
proposed flow pattern observed in earlier studies. Distinct longitudinal
circulations appeared, and in particular in the front part of the tank,
extending from the batch input area to the fining region with the
implemented transversal rows of electrodes/gas nozzles. The intense
effect of gas sparging reinforced the observed counterclockwise vortex
and melt recirculation in the fining region. One result of this effect is
visible when examining the batch inlet region, shown in Fig. 3(a). The
recirculated glass melt in the case of BUB had a high momentum that
caused a pronounced backward deflection of the freshly added batch
materials. In contrast, the glass flow in the EB setup facilitated the more
or less uniform melting of the batch.

In addition to the strong recirculation flow seen in the BUB con-
figuration, the intense upward transport of melt in the fining region
occurred in combination with a certain pull effect close to the tank’s
bottom, as indicated in Fig. 5. To enable a detailed evaluation of melt
transport from the batch inlet region toward the outlet, horizontal
velocities 𝑢 (in 𝑥-direction) were plotted in the form of profiles as a
function of the vertical 𝑧-coordinate, as shown in Fig. 6. For several
axial 𝑥-positions in the glass tank, the profiles were derived along a
vertical line at the center 𝑦 = 0.0 m and further toward the outside at
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Fig. 6. Horizontal velocities 𝑢 of electric boosting (red) and bubbling (green) throughout the glass tank depth 𝑧 at various positions in the melting tank.
𝑦 = 1.2 m, indicating that a potential change occurred in the transversal
direction.

Starting from the batch inlet region, the glass melt at the tank’s bot-
tom was transported horizontally toward the gas nozzles at velocities
of up to 5 mm∕s when using BUB. At the same time, a pronounced
recirculation layer formed in the upper melt, which was separated from
the pull flow at the bottom by a quasi-static layer of zero velocity
at an approximately intermediate tank depth. In contrast, only a thin
backflow layer resulted when using EB, whereas the remaining melt
movement was dominated by a more or less constant, plug flow-like
forward transport motion with velocities of up to 2 mm∕s. Ultimately,
a relatively uniform flow distribution was calculated in the rear part of
the tank for both setups. Considering a potential shift in the transversal
direction, except from the inlet region with the lateral batch input,
the horizontal velocities did not show a marked dependence on the
𝑦-coordinate.

In the early years of industrial glass manufacturing, it was the
common opinion that a certain longitudinal recirculation flow ensured
ideal fining conditions. However, Beerkens et al. [40] later claimed
that strong return flows had unfavorable effects on the melting ef-
ficiency and caused wider residence time distributions in the melt.
Recent investigations based on the space utilization have come to
the same conclusion: Nêmec and Cincibusová [48,49] scrutinized the
sand dissolution and bubble removal in a simple horizontal continuous
melting channel. By analyzing particle trajectories, they proposed that
a strong transversal movement together with weak longitudinal circu-
lation currents were beneficial for fining. In follow-up studies by Polák
and Nêmec [50,51,83], the findings from the original work could be
confirmed, as the optimal sand dissolution/bubble removal and thus
space utilization could be achieved by ensuring either a helical or
uniform axial melt flow (i.e., plug flow). When applied to a practical
melting space, uniform flow characteristic can rarely be achieved due to
the high sensitivity of the flow to the distribution of the thermal energy
input. Spiral-shaped flow trajectories can be obtained, however, by
integrating, for example, a longitudinal row of electrodes, as discussed
by Hrbek et al. in [84,85]. These aspects were analyzed in more detail
as described in Section 4.3, where a basic estimation of the effects on
glass quality was performed.

In total, the comparison of the plotted velocity distributions and
volume-averaged values indicated that gas sparging has the potential to
influence the melt flow much more significantly than electric boosting.
The introduced gas momentum locally accelerated the glass melt up to
velocities that were approximately ten times higher than those achieved
when using electrodes, which significantly intensified the melting and
fining process. In order to exert a certain influence over the melt flow
and achieve the desired flow pattern, the implementation of gas nozzles
appears to be particularly beneficial.
10
Table 2
Numerically calculated metrics for assessing glass quality
based on the DPM and particle tracking.

(1) EB (2) BUB

𝜏𝐺 (h) 25.26 25.32

𝜏𝑐𝑟𝑖𝑡 (h) 3.37 2.02

𝑢𝑐𝑟𝑖𝑡 (–) 0.133 0.080

𝐹𝐼𝑚𝑖𝑛 (kgK/m) 6.07 e+07 5.53 e+06

𝐹𝐼𝑎𝑣 (kgK/m) 7.92 e+09 1.36 e+10

𝑀𝐼𝑚𝑖𝑛 (–) 3.78 5.37

𝑀𝐼𝑎𝑣 (–) 6.48 49.79

4.3. Particle trajectories and glass quality

Subsequently, a comprehensive comparison of particle trajectories
and glass quality parameters when using BUB and EB in glass man-
ufacturing was performed. Sand particles were injected into the glass
melting tank and tracked as they traveled toward the outlet. It is essen-
tial to know the residence times of these particles in the melt to predict
the resulting quality of the product glass. Especially the ratio between
the minimum and average residence times, which represents the space
utilization 𝑢 = 𝜏𝑐𝑟𝑖𝑡∕𝜏𝐺, is a pivotal parameter for characterizing the
melt flow and glass quality. The results of applying the Discrete Phase
Model (DPM) are shown graphically in Fig. 7, where the three particle
trajectories with the lowest residence times are visualized for EB and
BUB.

The analysis of the critical particle tracks when using EB do not
reveal any influence of the electrodes on their paths from the inlet to
the outlet. This may be interpreted as a shortcut flow, which risks a
premature discharge of low-quality melt. The influence of the buoyancy
force in the BUB setup, however, was revealed by the intense up-
and downward particle motion in the fining region. Quantitatively,
the minimum particle residence times together with the corresponding
(critical) space utilization are summarized for both fining methods
in Table 2. To further support the quantitative evaluation, UDFs for
deriving the glass quality metrics, as described in Section 2.2, were
integrated into the DPM calculation. As a result, the minimum and
average values for the melting factor and melting index are stated for
both fining methods in Table 2 as well.

The results show that the minimum particle residence times and the
space utilization when using EB were almost twice as high as those seen
when using BUB in the examined configuration. However, an analysis
of the critical trajectories illustrated in Fig. 7 shows that the traveled
distance per particle is clearly longer when using gas nozzles. In spite
of this notable mixing effect, the respective minimum residence time
was decreased by 40 %, emphasizing the influence of the previously
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Fig. 7. Critical particle trajectories with respect to residence times for electric boosting (red) and bubbling (green). Visualization in the form of top and side views of the melting
tank.
described acceleration of the entire melt flow. Considering reference
values for the residence time distribution, Beerkens [86] originally
estimated minimum particle residence times to be about 15–20 % of
the average values measured in typical industrial furnaces. Expressed
in terms of the (critical) space utilization, however, mathematical mod-
eling of actual melting tanks with distinct longitudinal circulations and
severe temperature gradients revealed values as low as 0.05–0.07 [87].
The numerical calculations in the present work yielded similar results,
with 0.13 and 0.08 for EB and BUB, respectively. Hence, the findings
indicate that a stronger melt backflow correlates with a decrease in the
space utilization.

Based on the calculated values for the melting index, a significant
improvement of the mixing behavior was determined for the configu-
ration when using BUB. Minimum and average values for the melting
index were increased by factors of about 2 and 7, respectively. This
resulted from the stronger velocity gradients occurring in the glass tank.
A sufficiently advanced sand dissolution was expected when applying
both methods, however, since the minimum melting index satisfies
the constraint of 𝑀𝐼 ≫ 1 [53]. When defining the fining index
as the second parameter, no clear trend was seen: The lower value
of 𝐹𝐼𝑚𝑖𝑛 with gas sparging indicated that this had an adverse effect
on the melting capability along a critical trajectory. Referring to the
definition in Eq. (8), this effect was caused by the combination of lower
peak temperatures, the corresponding higher melt viscosity, as well
as reduced minimum particle residence times. However, an enhanced
overall melting process was assumed based on the increasing value of
𝐹𝐼𝑎𝑣 as compared with EB.

Overall, the study observations suggest that the convective mixing
and dissolution of SiO2 grains is enhanced when employing bubble
chains instead of heating electrodes. The intense motion and increased
velocity gradients positively affect the phasic transport in the hetero-
geneous mixture. The significant reduction in the space utilization has
yet to be considered as well, which might indicate a decline in the
melting capability. In the glass furnace investigated, this decline could
potentially be counteracted by adapting the analyzed configuration to
include a central longitudinal row of electrodes or bubblers, facilitating
a helical flow pattern.
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4.4. Thermal fluxes and process efficiency

Despite being primarily employed as support mechanisms in the
fining process, both EB and BUB exert a strong influence on the heat
fluxes exchanged throughout the melting process. These effects have
not been examined in previous studies on glass furnaces, since detailed
combustion calculations were infeasible due to the lack of accurate and
efficient numerical models. By including coupled simulations in the
present work and performing a detailed modeling of both the glass tank
and the combustion space, an extensive overview could be obtained of
the influences of the fining methods on the energy conversion and heat
fluxes in an industrial-scale melting furnace.

In the following section, the energy fluxes in the investigated fur-
nace are described in detail and balanced. These served as the basis
for assessing the process efficiency and obtaining information about
potential optimization steps. The results were visualized by creating
Sankey diagrams, shown in Fig. 8, where the calculated values for the
individual fluxes are provided together with the respective percentages
of the total power input 𝑃𝑖𝑛 = �̇�𝑓𝑢𝑒𝑙 + 𝑃𝑒𝑙. Due to their negligible
contribution and for reasons of clarity, the incoming enthalpy fluxes
from the oxidizer, the fuel as well as the batch were omitted in the
comparison.

Assuming a constant pull rate, the chemical reaction heat �̇�𝑐ℎ𝑒𝑚 was
equal in both simulation setups. Total wall losses amounted to 1586
kW when using EB and 1502 kW when using BUB, respectively. The
lower temperature levels in both the flue gas and the glass melt in the
case of BUB resulted in a reduction in the overall wall losses of 5.3%.
Simultaneously, the absolute flue gas losses were raised by 9.5% due to
the increased flue gas mass flow rate. The enthalpy flux of the extracted
glass melt remained almost constant, since similar glass temperatures
were achieved at the outlet when using both technologies.

A pivotal difference was observed in terms of the heat flux trans-
ferred to the glass melt. The significantly lower temperatures over the
entire melt surface that are a result of using BUB lead to an enhanced
heat transfer from the combustion space to the glass bath. When nor-
malized to the thermal fuel input, the relative surface heat flux showed
an increase from 49.6% to 56.9% when substituting electrodes with
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Fig. 8. Sankey diagrams of the transferred energy fluxes in the CC and GT for (1) electric boosting and (2) bubbling.
bubble chains, indicating an improved utilization of the gaseous fuel. In
principle, this effect was already proposed by Ungan and Viskanta [18],
although they did not consider actual combustion processes, and has
now been confirmed for an industrial setting by using a comprehensive
simulation model. When comparing the absolute values obtained when
using EB and BUB, further crucial knowledge was gathered: The total
input of energy into the melt was 2256 kW when using EB, where
600 kW were directly introduced via the heating electrodes. In fact,
a similar input of 2242 kW was achieved in the BUB configuration.
However, unlike when EB was used, this effective energy flux for
melting and fining originated solely from the gaseous fuel and was
transferred via the melt surface. Due to increasing electricity costs and
questions concerning sources of sustainable electricity, this finding has
important implications for future glass manufacturing as well as other
high-temperature processes.

In addition to the evaluation of absolute values, the distribution of
the heat flux over the melt surface �̇�𝑚𝑒𝑙𝑡 was investigated. The shares
of �̇�𝑚𝑒𝑙𝑡 transferred to the batch melting region, 𝑥 ≤ 2.0 m, and the
fining region, 5.0 m ≤ 𝑥 ≤ 7.0 m, were evaluated (see Fig. 3(a)). In
this context, the latter represents the area surrounding the two rows
of electrodes/gas nozzles. Various studies in the literature emphasize
the essential role of the heat flux distribution in terms of the emerging
flow pattern and quality of the product glass. Hrbek et al. [85] derived
an energetic model that supported an assessment of the sand disso-
lution/bubble removal process during glass melting. This model was
later utilized in [85,88,89] although a focus was placed on measuring
the effects of the energy distribution inside the refining segment of a
furnace. The authors concluded that directing a high fraction of the
energy input (mostly > 80 %) toward the glass inlet region favored
the space utilization and thus the overall melting performance. A
parametric glass quality analysis performed in a previous work [35]
in which the focus was on the melting and primary fining segment,
however, yielded the opposite results: The space utilization increased
as the share of energy directed toward the batch inlet region decreased.
These findings were attributed to the cross-fired burner arrangement,
as transversal temperature gradients and the resulting helical glass
flow were reinforced in the fining region. With respect to the furnace
configuration examined in the current study, the ratio of the incident
heat flux to the respective regions relative to the total thermal flux to
the glass surface was calculated. The results for the batch inlet region
are 22.2% (EB) and 20.9% (BUB), whereas the values for the fining
region are 24.3% (EB) and 34.2% (BUB). The local reduction in surface
temperatures in the fining region when using BUB drew a significantly
higher portion of the heat flux toward the fining region. In this way, the
batch inlet region experienced a slight decrease in the relative energy
input in spite of the decreased temperatures observed in the front part
of the tank. Referring to the findings cited in [35], this intensifies
the temperature gradients in the 𝑦-direction and supports transversal
melt circulation patterns. The expected negative effects on the space
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Table 3
Efficiency metrics for (1) electric boosting
and (2) bubbling.
Efficiency (%) (1) EB (2) BUB

𝜂𝐶𝐶 49.57 56.89

𝜉𝑓𝑔 22.78 21.14

𝜂𝑒𝑥 36.59 36.70

utilization due to the dominant longitudinal recirculation could thus
be counteracted to some degree. Substituting the transversal rows of
electrodes/bubblers by a single longitudinal arrangement could, how-
ever, result in a significant increase in both the melting performance
and glass quality.

Ultimately, the efficiency parameters corresponding to Eq. (4)–(6)
were calculated for the investigated glass melting furnace. The obtained
values for EB and BUB are presented in Table 3.

As previously proposed, a superior efficiency of the combustion
chamber was observed when using BUB, which exceeded the reference
value of EB by a total of +7.3 pp. Another indication of improved
fuel utilization is the decrease in the relative flue gas losses of −1.6
pp, which considers the difference in the gaseous fuel input. This was
facilitated by lower flue gas temperatures, which ultimately resulted
in a reduction in the enthalpy flux. In addition to improving the fuel
utilization, Trier [3] also reported an improvement in the melting
performance of up to 20 % when integrating bubble chains into glass
tanks. The observation that the melting and fining processes intensified
in the current study supports this finding, although increasing the pull
rate was not part of this work.

The analysis of the total energy exploitation revealed that BUB
outperformed EB by a small margin, even though the difference is
considered as insignificant. This was an expected result, given that
the total energy input together with the glass mass-flow rate was kept
constant, which indicates an equal specific energy demand when using
both setups.

Overall, EB offers an elegant way to achieve an additional local
input of energy that, in turn, allows the targeted increase of melt
temperatures. As demonstrated in the present work, the advantage
of using the BUB technology is clearly that the convective mixing
of the glass melt can be induced, resulting in uniformly distributed
temperatures and the improved homogenization of the melt. Further-
more, BUB effectively increases the heat transfer from the combustion
space, improving the fuel utilization. With respect to assuring an ideal
melting efficiency and glass quality, combining the use of EB and BUB
is potentially advantageous: Short heating electrodes could be directly
placed in the melt input region to increase the bottom temperatures
and, in this way, improve the melting performance, whereas inserting
a longitudinal row of bubblers could eliminate the recirculation flows,
enhance the heat transfer from the combustion space and achieve the
best results in terms of homogenization.
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5. Conclusion

The commonly employed technologies of electric boosting and bub-
bling were analyzed by performing extensive, coupled numerical sim-
ulations of an industrial glass melting furnace. The observed effects on
the temperature and velocity field, the glass quality as well as on the
overall energy conversion were compared and can be summarized as
follows:

• Given the intense upward transport of the cold glass melt from the
bottom in the bubbling configuration, the average melt surface
temperature decreased by 120 K relative to that seen when using
electric boosting. The corresponding reduction in the overall
fining temperatures negatively affected the dissolution of SiO2
grains but also indicated improved temperature homogenization
near the throat.

• The stronger mixing effect observed when using the bubble chains
was quantified by measuring a substantial increase in the volume-
averaged melt velocities and melting index. The space utilization
was reduced by half as a result of longitudinal melt recirculation
reinforced by the transversal gas nozzle configuration.

• Both methods exerted a great influence on the total energy con-
version in the furnace. Due to the induced surface temperature
reduction, bubbling achieved an almost equal total energy input
into the glass bath as electric boosting. The improved fuel utiliza-
tion manifested itself in the form of an increased relative surface
heat flux (+7.3 pp) and reduced flue gas losses (−1.6 pp).

The present observations and findings from recent studies in the liter-
ature indicate that the combined use of a longitudinal row of bubblers
and local boosting electrodes in the batch inlet region is advisable. The
best results in terms of the melting capability and glass quality can thus
be achieved, and the ideal operation of the furnace in terms of energy
efficiency can be guaranteed.
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