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ABSTRACT
Explanations can be provided with different goals, such as clarifying
how the system works, how well the recommended item meets the
user’s preferences, and how an explanation helps the user select an
item faster. Although extensive research has been conducted in this
research line, not much attention is paid to investigating user needs
for explanations. To the best of our knowledge, no studies provide
related insights, especially from the perspectives of item domain
and personal characteristics. Up to now, it is not completely clear if
user needs for explanations change across different item domains
and vary according to user characteristics. To analyze these aspects,
we developed three web-based prototype recommender systems for
low-, average-, and high-involvement item domains and conducted
a user study with 553 participants from different countries. Related
results show that, in high-involvement item domains, users tend
to have a look at explanations when they are not satisfied with
the recommended items. An opposite tendency was found in low-
and average-involvement item domains. Statistically, there is insuf-
ficient evidence to suggest correlations between users’ needs for
explanations and item domains or between users’ needs and per-
sonal characteristics. However, the descriptive statistics show that
users’ need for explanations varies across different item domains.
In this study, we also found the best explanation approaches to be
used in a specific recommendation domain.
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1 INTRODUCTION
Recommender systems have become an indispensable tool in daily
life activities and used in a variety of areas, such as entertainment
activities [10, 16, 26], e-commerce [19, 28], tourism [7, 12], and
healthcare [52, 54]. These systems assist users in making decisions
more efficiently and choosing items that best match their prefer-
ences and needs. While recommender systems can support good
choices, they are sometimes considered “black boxes” when no ex-
planations of the recommended items are provided. To solve this
issue, explanations of recommendations are generated to explain
the underlying recommendation mechanism. One example explana-
tion in the movie domain could be the following: “The movie Avatar
has been recommended to you since you watched similar movies be-
fore”. Explaining recommendations contributes to the success of a
recommender system in various ways, especially by helping users
make better and more informed decisions [27, 33, 39, 42, 51, 62, 63].
Although extensive research has been performed, many aspects
have not been sufficiently studied. In the following, we discuss open
issues considered in this paper.

Users’ needs for explanations vs. item domains. Earlier stud-
ies often discuss the role of explanations in recommender systems
[21, 49]. It is, however, still unclear if users always appreciate expla-
nations. We argue that there could exist situations where a user does
not want to invest additional efforts in checking an explanation of
the recommended item. Besides, we assume that users’ needs for
explanations differ depending on the item domain. Item domains
can be categorized according to the involvement that reflects the
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importance and interest of users in the related decision. This factor
can trigger changes in the amount of information needed to make
a decision [8]. A low-involvement decision (e.g., selecting a song to
listen to) is typically inexpensive (compared to income), purchased
regularly, and poses a low risk to users if they take a suboptimal
decision. A high-involvement decision (e.g., purchasing a car or an
apartment) shows the opposite side of the mentioned aspects where
users may spend time comparing further aspects such as item fea-
tures, prices, and warranties [8]. With the mentioned assumptions,
wewanted to clarify two aspects: “When do users need explanations?”
and “Are there correlations between users’ needs for explanations and
item domains?”.

Users’ needs for explanations vs. personal characteris-
tics. Personal characteristics such as “age”, “gender”, “cultural back-
ground”, “personality”, and “expertise” have been proven to affect
user control and user interaction with recommender systems [24].
In recommender systems, Tang et al. [45] show that different cul-
tural backgrounds also trigger differences in users’ preferences for
recommended items. Regarding explaining recommendations, we
assume that personal characteristics could also affect users’ needs
for explanations. For instance, there are differences concerning
curiosity between male and female users [4], which can lead to
different needs for explanations. A relevant open question in this
context is: "Are there correlations between users’ needs for explana-
tions and personal characteristics?".

Favorite explanations vs. item domains. There exist various
types of explanations, most of them are generated based on the se-
lected recommendation algorithm1, such as user-based or item-based
explanations [17, 41, 62], feature-based or content-based explanations
[11, 44, 65, 66], and knowledge-based explanations [13]. However, to
some extent, it is still not completely clear what are the best expla-
nations from the user point of view. We assume users’ preferences
for explanations vary depending on the item domain. For instance,
users like item-based explanations of the recommended items in
the restaurant domain, but prefer knowledge-based explanations
in the accommodation domain. This brings us to another research
question: “What is the favorite explanation from the user point of
view in a specific item domain?”.

To investigate the mentioned aspects and answer the research
questions, we have developed three prototype recommender sys-
tems for three item domains - restaurant, tourism, and accommo-
dation corresponding to low-, average-, and high-involvement item
domains respectively. We chose these domains since they refer to
familiar items on daily-life decisions. The restaurant recommender
system helps a user to select a restaurant for having lunch/dinner,
which is related to a low-involvement decision. The tourism rec-
ommender system assists a tourist in deciding on tours for the
upcoming holidays, which requires more decision effort than this
in the restaurant domain [53]. Finally, the accommodation recom-
mender system supports a decision-making scenario where a tenant
finds a shared room/an apartment for the next couple of years. Mak-
ing such a decision is more effortful than deciding on a tour and
even more on a restaurant [53]. We are aware that the tourism item
domain is not always low-stake for all users, especially for those

1There could be the case that the explanation design does not strongly tie to any
specific recommendation algorithm [32, 36].

who are anxious or scared of traveling. In this study, we assume a
traveling scenario where a user wants to visit a specific destination
for a short time (two or three days) and has reserved only a small
budget for the trip, which links to a lower-involvement decision
compared to the mentioned accommodation decision.

On the basis of our prototype recommender systems, we con-
ducted a user study with a large number of participants. Elaborated
analyses from the perspectives of item domain and personal char-
acteristics were then performed to examine our assumptions. This
study is in line with the work done by Tran et al. [56], but brings
further contributions. Different from the existing studies that look
for a binary answer (“yes”/“no” ) to the question “Do users need
an explanation?”, our work moves one step further to point out
scenarios where explanations are appreciated by users as well as
relationships with item domains and user characteristics. Moreover,
we find the best explanation types (from the user point of view) to
be included in a recommender system for a specific item domain.

The remainder of the paper is organized as follows. In Section 2,
we present related work on explanations in recommender systems.
In Section 3, we introduce the explanation types used in our study,
display styles to visualize, and metrics to evaluate them. Next, we
define research questions and present the crucial steps of our user
study in Section 4. The data analysis results and related discussions
are presented in Section 5. Finally, we conclude the paper, present
limitations, and discuss open topics for future work (Section 6).

2 RELATEDWORK
2.1 Users’ Needs for Explanations vs. Item

Domains
Plenty of studies have been done to point out the crucial role of ex-
planations in recommender systems and present various approaches
to explanation generation/categorization. Tintarev and Masthoff
[47, 49, 50] show that explanations facilitate users’ decision-making
processes, increase conversion rates, and lead to more satisfaction
and trust in the recommender system.McSherry [29] briefly reviews
explanations and discusses an approach to generate explanations
based on case-based reasoning recommendation techniques. Nunes
and Jannach [33] provide a taxonomy considering various facets
such as explanation objective, responsiveness, content, and presen-
tation. Zhang et al. [62] propose a chronological research timeline
of explainable recommendations and a taxonomy to classify ex-
planation approaches. Although extensive research on explaining
recommendations has been done, only two studies currently exist
analyzing users’ needs for explanations and scenarios where ex-
planations are appreciated. Hoeve et al. [46] examine if users want
explanations for news recommendations. They find out that users
want to see explanations but do not strongly prefer explanation
visualization. Tran et al. [56] analyze users’ needs for explaining rec-
ommendations and show that users look at explanations when they
are less satisfied with the recommended items. However, this work
is only limited to the movie domain, requiring further investigation
into other item domains.

On the other hand, domain-sensitive recommendation has become
an emerging research topic in recommender systems, which inves-
tigates correlations between users’ preferences and item domains
[9]. Most of these studies focus on cross-domain recommendations
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that address cold-start problems [1, 5], mitigate the sparsity prob-
lem [25, 35], and identify the relationships between items in two
different domains [9]. However, to the best of our knowledge, no
studies analyze relations between item domains and users’ needs
for explaining recommendations.

2.2 Users’ Needs for Explanations vs. Personal
Characteristics

Along with the development of humanized recommender systems
[55], researchers have paid more attention to analyzing the im-
pacts of human factors on explaining recommendations [2, 20, 30].
Existing studies show that each user looks for explanations with
different aims, expectations, backgrounds, and needs [20]. They
also expect to receive different explanations depending on their
characteristics [2, 15, 30, 59, 62]. Alslaity and Tran [2] andMille et al.
[30] prove that personal characteristics affect user perception and
user interaction with the recommender system when recommenda-
tions are explained. Other related studies on music recommender
systems [22, 23, 31] also confirm that personal characteristics such
as “musical sophistication” and “visual memory capacity” influence
user acceptance concerning recommended items and user trust in
recommender systems. Following this research line, we conduct our
study with a different focus in this work. Instead of digging more
deeply into the correlations between personal characteristics and
explanation generation, we explore relationships between these
factors and users’ needs for explanations. We examine if users with
different personal characteristics have different explanation needs.

2.3 Favorite Explanation Types vs. Item
Domains

Explanations can be categorized into two types, model-intrinsic and
post-hoc explanations [27, 62]. Another approach is to classify ex-
planations based on the adopted recommendation algorithm. Some
examples thereof are user-based or item-based explanations (IBExp)
[17, 41, 62], feature-based explanations (FBExp) [11, 44, 65, 66], and
knowledge-based explanations (KBExp) [13, 14]. While various types
of explanations exist, it is still unclear what are the best explana-
tions from the user point of view. Besides, users’ preferences for
explanations are assumed to change across different item domains,
which has not been examined up to now. In this work, we analyze
users’ preferences for different explanation types in various item
domains to bridge the mentioned gaps.

3 EXPLANATION TYPES, DISPLAY STYLES,
AND EVALUATION METRICS

In our study, three post-hoc explanations2 (IBExp, FBExp, and KB-
Exp) were chosen to analyze users’ needs for recommendation
explanations. These explanation types were selected based on their
popularity and effectiveness in various recommender systems. IB-
Exp is created based on the item-based collaborative filtering ap-
proach [17, 41, 66]. FBExp is created based on the feature-based
recommendation approach that reveals how relevant a recommenda-
tion is to the user in terms of item features [64]. KBExp is generated

2A post-hoc explanation is based on an explanation model and generated after a decision
has been made [37].

based on the knowledge-based recommendation approach [13, 14]
that provides suggestions, especially for complex items (e.g., tours
and apartments in our study). All selected explanations are adapted
versions of those presented in [56], with changes (in terms of con-
tent and display styles) made to suit the selected item domains (see
further details in the follow-up subsections).

Explanation goals can be used asmetrics to evaluate the generated
explanations, which are listed as follows: transparency (explaining
how the system works), scrutability (telling the system it is wrong),
trust (inspiring the trust and loyalty of users), satisfaction (increas-
ing the system utility and users’ joy concerning recommended
items), effectiveness (assisting users on making good decisions ),
efficiency (accelerating users’ decision-making processes), and per-
suasiveness (convincing users to consume the recommended items)
[48]. However, the current literature has proven that each explana-
tion type links to only some specific goals, but “not all” [62]. In the
following subsections, we will present explanation goals (used as
evaluation metrics) related to each explanation type.

3.1 Item-Based Explanations (IBExp)
Explanation creation. Item-based explanations can be created
based on item-based collaborative filtering [41] (see also Section 4.2.3),
recommending an item that is similar to the ones the target user has
rated before and has the highest predicted rating. An example item-
based explanation in the tourism domain is the following: “The
tour Seaside Park has been recommended to you since you wanted
to visit Japan and take Nature, Parks, and Zoos tours. Besides,
the recommended tour is similar to the tours you have selected
earlier and has the highest predicted rating”. A similar formulation
is applied to this explanation type in other item domains, where
the bold texts are adapted accordingly. The same rule is applied to
other explanation types presented in the next subsections.

Explanation representation. Herlocker et al. [17] show that
an item-based explanation can be effectively represented using a
bar chart explaining how similar items have been rated. We also
use a bar chart to represent the predicted rating of the candidate
items. An example item-based explanation in the tourism domain
is visualized as in Figure 1(a).

Explanation goals. According to the study of Wang et al.
[61], IBExp does not connect to all of the mentioned explanation
goals, but only the efficiency goal. By showing how much the
recommended item is better than other items of the same item
type, an item-based explanation helps the target user make the
decision faster.

3.2 Feature-Based Explanations (FBExp)
Explanation creation. Feature-based explanations can be cre-
ated by feature-based recommendation (see also Section 4.2.3) that
provides suggestions based on the information of item features.
The item features are domain-dependent, i.e., features characteriz-
ing items vary depending on the item domain [62]. For instance,
“cuisine”, “price”, and “food quality” are the features describing a
restaurant. An example of this explanation type in the restaurant
domain is the following: “The restaurant Pho Vina@Graz has
been recommended to you since it is most similar to the following
restaurant you have selected earlier: Kojani Restaurant, cuisine:
Asian, price: €€€- €€€€; food quality: 4 - 5 (stars)”.
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(b) A feature-based explanation (FBExp) in the restaurant domain

(a) An item-based explanation (IBExp) in the tourism domain

(c) A knowledge-based explanation (KBExp) in the accommodation domain

The restaurant "Pho Vina@Graz" has been recommended to you since it is most similar 
to the following restaurant you have selected earlier:

Cuisine: Asian

Kojani Restaurant

from 700€ to 900€ 875€

Figure 1: The visualization of all explanation types used in our study.

Explanation representation. Previous studies used tags [60]
and radar charts [18] to visualize feature-based explanations. How-
ever, these display styles show some limitations, especially when
they are used to represent items with a large number of features.
To provide users with user-friendly and intuitive explanations, we
use text and images to represent the explanations. Zhang et al. [64]
show that textual feature-based explanation increases user inter-
action with the recommender system. Besides, we believe that a
textual explanation with an image helps the target user easily find
out to what extent the recommended item is similar to the ones
he/she liked earlier. The visualization of this explanation type in
the restaurant domain is depicted in Figure 1(b).

Explanation goals. A feature-based explanation clarifies how
the recommender system works, which links to the transparency
goal [11]. Besides, Sinha et al. [43] claim that this goal has a close
relationship with trust, which shows that explaining the underlying
recommendation mechanism helps to increase the trust of users in
the recommender system.

3.3 Knowledge-Based Explanation (KBExp)
Explanation creation. A knowledge-based explanation is gener-
ated by knowledge-based recommendation [13, 14] (see our recom-
mendation approach in Section 4.2.3), showing the item features
specified by the user and his/her preferences for these features. The
explanation tells the user how well the recommended item meets
his/her interests or requirements. An example of this explanation
type in the accommodation domain is the following: “The apart-
ment at Johann-Sebastian-Bach-Gasse 20 has been recommended
to you since it satisfies the criteria specified by you earlier: private
apartment, within 1 km to the city center, the monthly rate
from €700 to €900, and two bedrooms”.

Explanation representation. Existing studies do not discuss
a specific way to represent knowledge-based explanations. In this
work, we propose representing a knowledge-based explanation

using a three-column table. The first column shows the item features
that the user is interested in. The second column shows the user’s
preferences for the features of interest. The last column shows the
recommended item information. The visualization of a knowledge-
based explanation in the accommodation domain is depicted in
Figure 1(c), including the text mentioned above, the participant’s
criteria, and the recommended item’s features shown in a table.

Explanation goals. A knowledge-based explanation shows how
well the recommended item meets the user’s requirements, which
connects to the persuasiveness goal [38, 58]. This explanation, there-
fore, also increases the user’s satisfaction with the recommended
item [11].

4 RESEARCH QUESTIONS AND USER STUDY
In this section, we define the relevant research questions and
present the main steps of our user study.

4.1 Research Questions
According to the open aspects that have been discussed in Section
1, we define the following research questions:

RQ1: When do users need explanations of the recommended
items?

RQ2: Are there correlations between users’ needs for explana-
tions and the item domain?

RQ3: Are there correlations between users’ needs for explana-
tions and personal characteristics?

RQ4: What is the favorite explanation from the user point of
view in a specific item domain?

Answering the research questions helps to find out (1) scenarios
where users appreciate explanations, (2) which user groups would
need explanations, and (3) the best explanations to be generated
in a recommender system for a specific item domain. Knowledge
about these aspects contributes to advancing the state of the art in
explaining recommendations.
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4.2 User Study
In the following subsections, we present essential steps for design-
ing and conducting our user study as well as details regarding
participants’ demographic information and privacy concerns.

4.2.1 Dataset Preparation. Two datasets are needed for each
prototype recommender systems: an item dataset and a user-rating
dataset. The item dataset is used for generating feature-based and
knowledge-based recommendations, while the user-rating dataset
is for item-based recommendations. Existing datasets, such as Yelp3,
TripAdvisor4, and Inside Airbnb5 were considered but deemed un-
suitable due to their unavailability, inappropriateness, and copyright-
related complexity. The Yelp and Inside Airbnb datasets had overall
item ratings instead of ratings for item features, and the Inside
Airbnb dataset was for short stays instead of long stays. The Tri-
pAdvisor dataset was suitable but not free, potentially causing copy-
right issues. Synthetic datasets were therefore created for our study,
which are described in the following.

Item datasets: The details of the item datasets are shown in
Table 1. Each item dataset consists of the general information of
items (see column 2), the features used in the recommendation
process (see column 3), the domain values of the features (see column
4), and the cardinality/magnitude of a feature domain (see column
5). To ensure that the recommender system can always find at
least one recommended item based on the user’s requirements
(related to the features), the number of entries for an item dataset
is the multiplication of the cardinalities of the feature domains.
For instance, the number of entries of the restaurant dataset is
4 × 5 × 5 = 100. Besides, we created ten additional items that are
shown to the participants to learn their preferences of items.

The domain values of a feature are re-used from the existing
systems. For instance, the values of the features in the restaurant
and tour datasets are defined based on similar features used in
TripAdvisor6 and the related studies [3, 57]. Besides, for the restau-
rant domain, a lunch/dinner selection scenario was assumed, while
the tourism domain was assumed a nearby-country tour planning
scenario to four selected countries in Asia: China, India, Japan, and
Thailand. We selected these four countries since they are the best
destinations in Asia according to Touropia7. In the accommodation
domain, we assumed a scenario where a user is moving to a city
for studying/working and wants to stay in a shared room/private
apartment in the next couple of years. The features’ domain val-
ues are based on the related information on the existing housing
webpages/datasets8.

User-item datasets: Each dataset is represented by a full matrix
where users’ preferences for “all” items are specified. A user’s
preference for an item is the average of his/her preferences for all
features of the item. A user-item dataset is generated as follows. For
each feature 𝑓𝑖 of item 𝐼 , we randomly selected X% of the users who
“like” item 𝐼 concerning feature 𝑓𝑖 . The remaining 𝑌%(𝑌 = 100−𝑋 )
indicates the number of users who “dislike” item 𝐼 with regard to
feature 𝑓𝑖 . As the best practice, X is assigned to randbetween(30,
3https://www.kaggle.com/datasets/yelp-dataset/yelp-dataset
4https://www.tripadvisor.com/
5http://insideairbnb.com
6https://www.tripadvisor.com
7https://www.touropia.com/best-countries-to-visit-in-asia/
8https://housinganywhere.com; https://www.kaggle.com/datasets/

70), returning random values that guarantee equivalent numbers of
users who like and dislike an item across different features. Given
the five-star rating scale [1..5], we assigned 4+\ to a “like” value and
2+\ to a “dislike” value, where \ ∈ [−1, 1] (in our study, we selected
𝑡ℎ𝑒𝑡𝑎 = +/−0.3). An example of these assignments is presented in
the following (see also Table 2):

- For feature 𝑓1, we ran 𝑋% = 𝑟𝑎𝑛𝑑𝑏𝑒𝑡𝑤𝑒𝑒𝑛(30, 70) = 60%, ran-
domly selected three out of five users and assigned “like values”
(4 + \ ) to them. The remaining Y = 40% of users are assigned with
“dislike values” 2 + \ .

- Performing similar steps for feature 𝑓2, we had 𝑋% =

𝑟𝑎𝑛𝑑𝑏𝑒𝑡𝑤𝑒𝑒𝑛(30, 70) = 40% (i.e., two out of five users are assigned
to “like values” (4 + \ )) and the remaining Y = 60% of users are
assigned to “dislike values” (2 + \ ).

4.2.2 Task Distribution. We developed three web-based proto-
type recommender systems that simulate real systems in three
item domains, each with three recommendation algorithms and
corresponding explanations - IBExp, FBExp, and KBExp - yielding
nine experimental settings. A between-subjects user study was
conducted at Graz University of Technology (Austria), School of
Hospitality and Tourism (Vietnam), and Hue University of Econom-
ics (Vietnam), with links sent via email to three participant groups
(around 100 participants each), comprising students and staff mem-
bers. Participants were not required to have any specific domain
knowledge. Each participant received exactly one experimental set-
ting. The study ensured equivalent numbers of participants across
explanation types. Student participants earned bonus points for
the course, while staff members were offered a chance to win an
Amazon voucher.

4.2.3 Recommendation Generation. To generate recommen-
dations, we asked the participants for personal information such
as age, gender, nationality, profession, and item type. Item type iden-
tifies the item type that a participant likes, which was collected
differently depending on the item domain. The participants had to
select (from a predefined list) a cuisine in the restaurant domain,
a tourism destination and a tour type in the tourism domain, or an
apartment/a shared room in the accommodation domain. To avoid
potential decision biases, items in the predefined lists were ran-
domly shown to the participants. Besides, to learn the participants’
preferences, we asked them to perform an additional task according
to the provided explanation type. The participants who received
the explanations IBExp or FBExp had to select at least five items
they liked from a given list of items related to the selected item
type. The participants who received the explanation KBExp had to
specify their requirements for the desired item (e.g., food quality =
4 and price = 3 using a 5-level scale (1: the worst/most expensive; 5:
the best/cheapest)).

As mentioned earlier, we developed prototypes in which simple
recommendation algorithms are running to simulate real recom-
mender systems. The basic idea of the recommendation algorithms
is presented as follows:

Item-based recommendation: The system identifies five items
that are most similar to those selected by a participant 𝑈 . The
Cosine similarity presented in [41] is used to calculate the similarity
between two items 𝐼𝑖 and 𝐼 𝑗 . Based on the calculated similarity,
the system predicts the participant’s rating for similar items using
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General information Feature Domain values |Domain|

Restaurant name, opening hours, image
cuisine “Austrian and European”; “Asian”; “Italian, Mediterranean, and Span-

ish”; “African, American, and Caribbean”
4

price e; ee; eee; eeee; eeeee 5
food quality [1..5] (values in the 5-star rating scale) 5

Tour name, description, image
destination “China”; “India”; “Japan”; “Thailand” 4
tour type “nature, parks, and zoos”; “cultural tours and sightseeing”; “food,

drinks, and nightlife”; “sports and outdoor activities”
4

duration “less than 3 hours”; “from 3 to 5 hours”; “more than 5 hours” 3
price “less than e50”; “from e50 to e100”; “more than e100” 3

Shared
room

name, size, facilities, amenities,
preferred tenants, available
from, service fee, deposit

distance to city
center

“within 1 km”; “within 5km”; “within 10km” 3

monthly rate “less than e350”; “from e350 to e450”; “more than e450” 3
number of house-
mates

[1..5] 5

Private
apartment

name, size, facilities, amenities,
preferred tenants, available
from, service fee, deposit

distance to city
center

“within 1 km”; “within 5km”; “within 10km” 3

monthly rate “less than e700”; “from e700 to e900”; “more than e900” 3
number of bed-
rooms

[1..3] 3

Table 1: The information of the item datasets used in our prototype recommender systems.

user rating(𝑓1) rating(𝑓2) overall rating

𝑢1 4.3 2.3 3.3
𝑢2 2.3 4.3 3.3
𝑢3 1.7 1.7 1.7
𝑢4 3.7 3.7 3.7
𝑢5 4.3 2.3 3.3

Table 2: An example of assigning rating values to a list of
users. We assume that there are five users (𝑢1 ... 𝑢5) and each
item is described by two features (𝑓1 and 𝑓2). The overall rating
is the average of the ratings of features 𝑓1 and 𝑓2.

Formula 1 and selects an item with the highest predicted rating as
the recommended item.

𝑟𝑎𝑡𝑖𝑛𝑔(𝑈 , 𝐼𝑖 ) =
∑
𝑖 (𝑈 , 𝐼 𝑗 ) × 𝑆𝑖𝑚(𝐼𝑖 , 𝐼 𝑗 )∑

𝑗 𝑆𝑖𝑚(𝐼𝑖 , 𝐼 𝑗 )
(1)

Feature-based recommendation: A recommendation in the
restaurant domain can be generated as follows9. The user has se-
lected five Asian restaurants with food quality ∈ [3..5] and price
∈ [3..5]. The system filters out a list of restaurants with the speci-
fied features, on which one restaurant is randomly chosen as the
recommended item.

Knowledge-based recommendation: A recommendation in
the accommodation domain can be generated as follows10. The
participant wanted to stay in an apartmentwithin 1 km to city center,
has two bedrooms and the monthly rent from €700 to €900. Based on
these requirements, the system first finds all apartments fulfilling

9A feature-based recommendation in the remaining item domains is generated in a
similar fashion.
10A knowledge-based recommendation in the remaining item domains is generated in a
similar fashion.

the specified criteria and then randomly selects one apartment as
the recommended item.

4.2.4 Recommendation Representation. The recommendation
to a participant is represented in Figure 2. By default, the recommen-
dation shows only the basic information of the recommended item,
but a participant could see more details by clicking “See further
information”. To be aware of the participants’ preferences for the
recommended item, we asked them to rate the recommended item
using a 5-point scale (1 - do not like at all, 5 - really like).

4.2.5 Explanation Generation. In each item domain, the three
mentioned explanations were generated, formulated, and visualized
using the templates and display styles presented in the Section 3. The
participants could check the explanation of the recommendation
by clicking on "Why this <item>?". The explanation is then shown
on the same page, right below the recommendation rating section.
Having a look at the explanation was not a mandatory task, i.e., the
participants could decide to watch the explanation or not.

4.2.6 Explanation Evaluation. Each explanation type links to
specific explanation goals which are not always the same (see Sec-
tion 3). This shows that the mentioned explanation types are evalu-
ated based on different metrics. In order to achieve standard evalua-
tions for all explanation types, we proposed three additional metrics
- understandability, design, and overall satisfaction (i.e., these metrics
were used to evaluate each explanation type). The statements of
the additional metrics are tailored as follows: understandability -
“The explanation is understandable”, display style - “I like how the
explanation is represented”, and overallSatisfaction - “The expla-
nation helps to increase my satisfaction with the recommender
system”. The participants evaluated each metric by providing feed-
back on the corresponding statement using a 5-point scale (1 - totally
disagree, 5 - totally agree).
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Figure 2: A recommendation in the restaurant domain. The participants can see further information by clicking on “See further
information”. They can also see the explanation of the recommendation by clicking on the button “Why this restaurant?”.

If a participant did not have a look at the explanation, he/she
was then asked to select one or multiple reasons from a list of
pre-defined reasons: (1) I did not care about how/why the recom-
mendation has been generated; (2) I was not satisfied with the
recommendation; (3) I was not interested in the explanation; (4)
I could guess how the recommendation has been generated; (5) I
was satisfied with the recommendation; and (6) I did not have time
to have a look at the explanation. To avoid potential biases, the
mentioned reasons were randomly shown to the participants. The
participants could also enter their own reasons in a textbox.

4.2.7 Participants and Demographic Information. After two
months of running the user study, we were able to collect 581
participants. We excluded 28 participants who did not complete
the user study or gave inconsistent answers. One example of an
inconsistent answer is the following: A participant was not satisfied
with the recommended item (i.e., provided a rating of 1 or 2), and
he/she did not have a look at the explanation with the reason “I was
satisfied with the recommendation”. We then used the dataset of 553
participants (male: 35.081%, female: 64.195%, and others: 0.723%)
from 18 to 60 years old for further analysis. Among these, 71.067%
of the participants are Vietnamese, and the remaining are European
from different countries such as Austria, Bosnia, Croatia, Germany,
Italy, Romania, Russia, and Slovenia. Most of our participants are
students (94.033%) from 18 to 25 years old. The remaining are staff
members who work in different areas, such as lecturers, researchers,
officers, designers, software developers, andmarketing experts. Due
to the significant differences in the distribution of the participants
according to age and profession, our analysis concerning personal
characteristics was done only for the gender and nationality aspects.

4.2.8 Privacy concerns. Before participating in the user study,
the participants were informed about the privacy policy and agreed
with this policy before starting the user study. To preserve the
participants’ privacy, the collected information was used only for
research purposes and was not shared with anyone else. Also, we
guaranteed to delete this information as soon as we have completed
this study.

5 DATA ANALYSIS METHODS, RESULTS, AND
DISCUSSIONS

This section presents the details of data analyses, results, and related
discussions concerning the research questions.

5.1 RQ1 - When do users need explanations of
the recommended items?

Method: We assume that users’ needs for explanations depend
on their preferences for the recommended items. To examine our
assumption, we analyzed the participants’ needs for explanations
in correlation with their ratings for the recommended item. In each
item domain, we collected a dataset containing two variables: seeExp
encoded as integer numbers ∈ [0, 1] (see explanations or not) and
recItemRat ∈ [1..5] representing ratings for the recommended items.
We ran Bivariate Correlation tests (𝛼 = 0.05) to examine if there exist
correlations between these two variables. Besides, we created two-
way tables representing the number of participants who saw/did
not see explanations corresponding to the rating values and then
ran Chi-square tests (𝛼 = 0.05). Also, we performed descriptive
statistics to calculate the percentage of the participants who had a
look at explanations in each item domain. Moreover, we split the
rating values into layers and analyzed how the participants rated
for the recommended item with a rating value 𝑟𝑎𝑡𝑖 . Finally, to learn
the root causes, we analyzed the feedback of the participants who
did not take a look at explanations.

Results and discussions: The Bivariate Correlation tests show
no statistically significant correlations between the participants’
ratings and their “seeing explanation” behavior (restaurant: Pearson
Correlation = 0.052, p = 0.64; tourism: Pearson Correlation = 0.037,
p = 0.775; accommodation: Pearson Correlation = 0.063, p = 0.606).
The Chi-Square tests show a similar outcome, where no signifi-
cant correlations could be found between the needs of users for
explanations and the rating values (𝑝𝑟𝑒𝑠𝑡𝑎𝑢𝑟𝑎𝑛𝑡 = 0.463;𝑝𝑡𝑜𝑢𝑟𝑖𝑠𝑚 =

0.138;𝑝𝑎𝑐𝑐𝑜𝑚𝑚𝑜𝑑𝑎𝑡𝑖𝑜𝑛 = 0.348). However, further outcomes were
found based on descriptive statistics. In the accommodation domain,
the participants were more likely to take a look at the explanations
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Rating value (𝑟𝑎𝑡𝑖 ) Restaurant domain Tourism domain Accommodation domain

1 44.444% 41.667% 67.222%
2 52.778% 50.000% 79.365%
3 57.925% 46.337% 44.872%
4 67.722% 67.944% 60.138%
5 64.135% 60.352% 60.702%

Table 3: The percentage of the participants who saw the explanations and rated recommended items using the rating value 𝑟𝑎𝑡𝑖 .
Each number in columns 2 - 4 represents the average percentage computed in the explanation types in a specific item domain.

if they were not satisfied with the recommended items (see the last
column of Table 3). This can be explained by the fact that items in
high-involvement domains are closely related to important deci-
sions. Therefore, the dissatisfaction of the participants triggers a
higher need for explanations. This behavior can also be explained by
the consumer dissatisfaction theory found in psychological studies
[6]. Having a look at explanations for recommendations in high-
involvement item domains would help users to avoid sub-optimal
decisions. On the other hand, the feedback of the participants who
did not look at the explanations provides further arguments sup-
porting the observed behavior. We found the top reason given by
33.333% of the participants (in the accommodation domain) show-
ing that they did not want to have a look at the explanations since
“they were satisfied with the recommendation”. However, the analysis
results in the restaurant and tourism domains show an opposite
tendency, i.e., the participants wanted to see the explanations when
they were satisfied with the recommended item. This tendency
could be explained by the fact that, in less important decisions (e.g.,
low- and average-involvement) where a quick decision-making
process is needed, it could be the case that the participants just
want to check the explanation of the satisfying recommended op-
tions rather than spending additional time just for looking at the
explanations of unsatisfying recommended options.

Take-home messages: In high-involvement item domains,
users are more likely to check explanations for unsatisfying recom-
mendations. Low- and average-involvement item domains show
the opposite, where users tend to check the explanation of satisfy-
ing recommendations. Being aware of these tendencies can help
recommender developers learn the satisfaction of users with the
recommendation by analyzing their interactions with explanations.

5.2 RQ2 - Are there correlations between users’
needs for explanations and the item
domain?

Method: We collected a dataset consisting of two categorical vari-
ables: seeExp showing if a participant took a look at the explanation
or not (“yes”/“no” ) and dom indicating item domains. We ran Chi-
Square test of independence (𝛼 = 0.05) to examine the association
between these two variables (i.e., whether the variables are indepen-
dent or related). We also performed descriptive statistics to further
analyze these correlations.

Results and discussions: The Chi-Square test does not show
a statistically significant result. In particular, Pearson Chi-Square
Value 𝜒(2) = 0.847, p (2-sided) = 0.655, and Phi and Cramer’s V =
0.034 draw a very weak correlation between the two mentioned

variables. However, the descriptive statistics (in Table 4 and also
Table 3 in Section 5.1) show differences in terms of the participants’
needs for explanations across different item domains (see the related
discussion in Section 5.1). In the restaurant and tourism domain,
FBExp attracted more attention from the participants compared to
other explanation types. This tendency can be explained by the
needs of users for receiving recommendations generated by content-
based recommendation approaches that have also been proven in
related work [3, 40]. Besides, the participants were interested in
checking IBExp in the accommodation domain, which surprised us
pretty much since we expected, in high-involvement item domains,
KBExp would have been checked more often by the participants.

Restaurant Tourism Accommodation
domain domain domain

IBExp 61.667% 57.143% 61.538%
FBExp 68.852% 71.233% 56.364%
KBExp 61.538% 56.364% 57.627%

Table 4: The percentage of the participants who had a look
at the explanations in three item domains.

Take-home messages: For low- and average-involvement item
domains, content-based recommendation approaches should still
be promoted as discussed in the existing studies [3, 40]. The corre-
sponding explanations, such as feature-based explanations, should
also be provided to show the similarity between the recommended
and rated items. In high-involvement item domains, besides the
clarification of the knowledge-based recommendation approach (as
discussed in [13, 14]), explanations that show the popularity of the
recommended item could be of interest to users.

5.3 RQ3 - Are there correlations between users’
needs for explanations and personal
characteristics?

Method: As mentioned in Section 4.2.7, we analyzed only two per-
sonal characteristics, namely gender and nationality. For gender, we
investigated the differences in the needs for explanations between
male and female participants (we did not analyze the other genders
due to a tiny number of participants (0.685%)). Regarding national-
ity, we analyzed the differences in the needs for seeing explanations
between Vietnamese and European participants. We also conducted
further analyses taking into account both gender and nationality
characteristics at the same time. For example, we compared the
needs for seeing explanations between Vietnamese male/female and
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Restaurant Tourism Accommodation

Vietnamese vs. European p = 0.639, 𝜒 (1) = 0.221, Phi and
Cramer’s V = 0.034

p = 0.892, 𝜒 (1) = 0.018, Phi and
Cramer’s V = 0.010

p = 0.716, 𝜒 (1) = 0.133, Phi and
Cramer’s V = 0.027

Male vs. Female p = 0.222, 𝜒 (1) = 1.489, Phi and
Cramer’s V = 0.078

p = 0.449, 𝜒 (1)=0.573, Phi and
Cramer’s V = 0.056

p = 0.850, 𝜒 (1) = 0.036, Phi and
Cramer’s V = 0.015

European male vs. Vietnamese
male

p = 0.533, 𝜒 (1) = 0.389, Phi and
Cramer’s V = 0.075

p = 0.353, 𝜒 (1) = 0.862, Phi and
Cramer’s V = 0.128

p = 0.960, 𝜒 (1)=0.002, Phi and
Cramer’s V = 0.007

European female vs. Viet-
namese female

p = 0.495, 𝜒 (1) = 0.466, Phi and
Cramer’s V = 0.063

p = 0.651, 𝜒 (1) = 0.205, Phi and
Cramer’s V = 0.040

p = 0.813, 𝜒 (1)=0.056, Phi and
Cramer’s V = 0.022

Table 5: Chi-square tests for examining correlations between user needs for explanations and personal characteristics.

Figure 3: The results of Kruskal-Wallis tests (𝛼 = 0.05) and Mann-Whitney U tests (𝛼 = 0.0167) in all item domains. The
explanations were analyzed based on three dimensions: Understandability (U), Display Style (D), and Overall Satisfaction (S).

European male/female participants. To address all the mentioned
aspects, we ran Chi-Square tests of independence (𝛼 = 0.05) with
the datasets consisting of two categorical variables: seeExp - see
explanations or not (“yes”/“no” ) and perChar - gender, nationality,
or nationality-gender. Besides, we performedMann-Whitney U tests
to look into relationships between recommended item ratings and
personal characteristics.

Results and discussions: The results of the mentioned Chi-
Square tests are summarized Table 5. The p values, Pearson Chi-
Square values (𝜒 (1)), and Phi and Cramer’s values show that there
was not enough evidence to suggest an association between the
needs for explanations and gender/nationality. Although differences
in gender and cultural background do not bring significant impacts
on the needs of the participants for explaining recommendations,
further analysis in the recommended item ratings tells us interesting
information. The Mann-Whitney U tests (𝛼 = 0.05) in the restau-
rant and accommodation item domains show significant differences
concerning the rating behavior of participants from different cul-
tural backgrounds (𝑝𝑟𝑒𝑠𝑡𝑎𝑢𝑟𝑎𝑛𝑡 = 0.001, 𝑝𝑎𝑐𝑐𝑜𝑚𝑚𝑜𝑑𝑎𝑡𝑖𝑜𝑛 = 0.000).
The mean rank (MR) and average rating (AVG) values in these
two domains show that Vietnamese participants were more sat-
isfied with the recommended items compared to European par-
ticipants (Restaurant: 𝑀𝑅𝑉𝑖𝑒𝑡𝑛𝑎𝑚 = 104.34, 𝑀𝑅𝐸𝑈𝑅𝑂𝑃𝐸 = 77.24,
𝐴𝑉𝐺𝑉𝑖𝑒𝑡𝑛𝑎𝑚 = 4.016, 𝐴𝑉𝐺𝐸𝑈𝑅𝑂𝑃𝐸 = 3.419; Accommodation:
𝑀𝑅𝑉𝑖𝑒𝑡𝑛𝑎𝑚 = 101.00, 𝑀𝑅𝐸𝑈𝑅𝑂𝑃𝐸 = 62.40, 𝐴𝑉𝐺𝑉𝑖𝑒𝑡𝑛𝑎𝑚 = 3.961,
𝐴𝑉𝐺𝐸𝑈𝑅𝑂𝑃𝐸 = 3.039).

Take-home messages: Users’ needs for explanations are in-
dependent of their gender and nationality. In low- and high-
involvement item domains, Asian users are more satisfied with
the recommended item than European users.

5.4 RQ4 - What is the favorite explanation from
the user point of view in a specific item
domain?

Method: We analyzed the evaluations of the participants for each
explanation type according to three metrics: understandability, dis-
play style, and overall satisfaction. For each explanation type of
a specific item domain, we collected three evaluation sets corre-
sponding to the mentioned metrics. Please note that the mentioned
datasets were collected from the participants who had a look at
the explanations. The evaluations in each set share the same char-
acteristics, such as ordinal variables ∈ [1..5], independent of each
other (the evaluations of one explanation did not rely upon those of
other explanations), and not normally distributed (Shapiro-Wilk tests,
𝛼 = 0.05, 𝑝 − 𝑣𝑎𝑙𝑢𝑒𝑠 < 𝛼). For this reason, we selected the Kruskal-
Wallis test (𝛼 = 0.05) to analyze our data. In each item domain,
we ran Kruskal-Wallis tests for the three mentioned metrics. For
each metric, the test examined if there were statistically significant
differences in the participants’ evaluations across different expla-
nation types. We also inspected the mean ranks generated in the
Kruskal-Wallis tests to identify the best explanation. The higher the
mean rank, the better the explanation in terms of the mentioned met-
rics. Besides, we performed pair-wise tests (Mann-Whitney U tests)
to find significant differences between the two explanation types.
Since three Mann-Whitney U tests are needed for three explanation
types, to avoid Type I errors11, we applied a Bonferroni adjustment
[34] to adapt the significance level: 𝛼 ′ = 0.05/3 = 0.0167.

Results and discussions: The Kruskal Wallis tests in the accom-
modation item domain do not show significant differences in the

11In hypothesis testing, a Type I error involves rejecting the null hypothesis (e.g., there
are no differences among the groups) when it is true [34]
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participants’ evaluations with regard to the mentioned evaluation
metrics (see Figure 3). However, we found significant results in the
restaurant and tourism domains. In the restaurant domain, IBExp
is the favorite explanation of users. The mean rank values of the
Kruskal-Wallis tests show that IBExp achieves the highest mean
rank values in all evaluation metrics. Statistically, the Kruskal Wal-
lis test in the “overallSatisfaction” metric shows a significant result,
which leads to the conclusion that IBExp best helps to increase the
overall satisfaction of users with the recommender system. The par-
ticipants’ preferences for this explanation type could be explained
by the fact that the participants tend to look for items liked by
similar users or highly rated by the community. This tendency is
clearly shown in low-involvement items domains when users select
items such as songs, movies, and restaurants. For instance, a user
might visit Restaurant X since it is on the list of top five restaurants
in the city. In the tourism domain, the participants preferred FB-
Exp over other explanation types. The Kruskal-Wallis test shows a
significant result in the “understandability” metric, meaning that
explanations that show the similarity (in terms of feature-wise)
between the recommended item and the consumed items would
achieve a high level of the participants’ understandability.

Take-home messages: Users’ preferences for explanations
change across different item domains, especially in low- and
average-involvement item domains. In low-involvement item do-
mains, showing how well the community has rated the recom-
mended item would help to improve user satisfaction with the rec-
ommended system. In average-involvement item domains, showing
how the recommended item is similar to the previously-consumed
items is an excellent way to formulate understandable explanations.

6 CONCLUSIONS, LIMITATIONS, AND
FUTUREWORK

Analyzing the needs of users for explanations is an essential task
that helps the developers of recommender system be aware of
when explanations should be shown to users. We conducted a
user study in different item domains and analyzed users’ needs for
explanations from the item domain and personal characteristics
perspectives. We also found ways to design explanations with a
high level of understandability and overall satisfaction with the
recommender system.

Although the paper has provided elaborate analyses from differ-
ent perspectives, it has some limitations. The first limitation lies in
the synthetic datasets, which could affect users’ experiences and
their evaluations of the recommended items. For future work, we
will collect real datasets from the existing systems with further
consideration about copyright-related complexities. The second lim-
itation was about the relativity of the involvement of the selected
item domain. We are aware that, depending on the scenario, deci-
sions in a specific item domain can be considered with different
involvement levels. For instance, deciding on a tour does not al-
ways link to an average-involvement decision but could also be
referred to as a high-involvement decision in scenarios when users
are often scared of traveling. Similarly, although the accommo-
dation domain is usually related to high-involvement decisions
compared to the restaurant and tourism domains, other scenarios,
such as purchasing a house/apartment, would reflect more clearly

high-involvement decisions. We plan to conduct further user stud-
ies focusing on high-involvement decision scenarios and extend
them to other item domains to increase the generalization of the
results from the item domain perspective. The last limitation was
the unequal distributions of the participants in terms of nationality,
age range, and profession (more than 90% of the participants are stu-
dents from 18 - 25 years old and more than 70% of participants are
Vietnamese). For the following steps, we will extend our user study
to various user groups to further analyze the impacts of personal
characteristics on users’ needs for explaining recommendations.
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