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ABSTRACT Outlier detection (outlier and anomaly are used interchangeably in this review) in non-
independent and identically distributed (non-IID) data refers to identifying unusual or unexpected
observations in datasets that do not follow an independent and identically distributed (IID) assumption.
This presents a challenge in real-world datasets where correlations, dependencies, and complex structures
are common. In recent literature, several methods have been proposed to address this issue and each method
has its own strengths and limitations, and the selection depends on the data characteristics and application
requirements. However, there is a lack of a comprehensive categorization of these methods in the literature.
This study aims to systematically review outlier detection methods for non-IID data published between
2015 and 2023. This study focuses on three major aspects; data characteristics, methods, and evaluation
measures. In data characteristics, we discuss the differentiating properties of non-IID data. Then we review
the recent methods proposed for outlier detection in non-IID data, covering their theoretical foundations and
algorithmic approaches. Finally, we discuss the evaluation metrics proposed to measure the performance
of these methods. Additionally, we present a taxonomy for organizing these methods and highlight the
application domain of outlier detection in non-IID categorical data, outlier detection in federated learning,
and outlier detection in attribute graphs. We provide a comprehensive overview of datasets used in the
selected literature. Moreover, we discuss open challenges in outlier detection for non-IID to shed light on
future research directions. By synthesizing the existing literature, this study contributes to advancing the
understanding and development of outlier detection techniques in non-IID data settings.

INDEX TERMS Outlier detection, non-IID data, anomaly detection, heterogeneous data, data dependency.

I. INTRODUCTION
Outlier detection, also used interchangeably as anomaly
detection, is crucial in various domains such as data
streams, computer network security, medical diagnosis, and
finance [1], [2], [3], [4], [5]. It aims to identify instances
in the data that deviate significantly from most instances
and are considered unusual or rare. In the era of big data,
existing outlier detection methods face two main challenges.
First, the non-stationary nature of big data renders the
existing detection methods useless to capture the underlying
relationship and couplings in the data (non-independent data)
[6]. Second, the variety dimension in big data requires careful
handling of diverse data types generated from heterogeneous
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distributions for some specific application domains (non-
identically distributed) [7].

Outlier detection is particularly important for non-
independent and identically distributed (non-IID) data, due
to the fact in real-world applications the data is correlated
(i.e., sensors within the same geo-location are likely to
have correlated data), heterogeneous (in federated learning
different devices can hold different amounts of datawith same
or different distributions), causally connected (treatments
graph data), or skewed in distribution [6], [8], [9]. This type
of data presents a considerable challenge for the existing
outlier detection methods with independent and identically
distributed (IID) assumptions [7].

To address this challenge, various outlier detection meth-
ods have been proposed for non-IID data. These methods
can be classified into two main categories; supervised and
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FIGURE 1. Changing definition of outliers in concept drift.

unsupervised [10], [11]. These methods can be further
classified into ensemble methods and individual methods [7],
[12]. Supervised methods use the labeled data and apply
statistical tests to identify distribution shifts in the data and
then update the model weights or add a new model into the
model pool. The unsupervised methods mostly rely on One-
Class Support Vector Machines (OCSVM) and clustering
methods to identify normal and abnormal samples [8], [11].

In addition to selecting appropriate outlier detection
methods, another critical aspect in detecting outliers in
non-IID data is a concept drift adaptation. An important
characteristic of non-stationary, non-IID data in the real world
is the definition of normal behavior, that keeps changing
over time. In other words, the ‘‘concept’’ of normal changes
with time [13] so does the definition of anomaly. In such
cases, the outlier detection models are required to adapt to the
changing concept of normal behavior [14]. Hence, the ability
of a model to adapt to the changing concept is called concept
drift adaptation [15], [16], [17]. Detection and adaptation of
concept drift is a challenge in the context of non-IID data,
but differentiation between the expected concept drift and
outliers makes it more challenging [12], [15]. Figure 1 shows
how the definition of an outlier changes with concept drift.

Furthermore, selecting the appropriate performance mea-
sure for outlier detection methods for non-IID data is also
critical, the commonly used evaluation measures for both IID
and non-IID data are accuracy, precision, recall, F-measure,
and Area Under The Curve (AUC) and Receiver Operating
Characteristics (ROC) curve. Besides them, there are a
few specialized metrics for evaluating certain characteristics
of non-IID data such as coupling strength, and coupled
distance [18], [19], [20].

The main goal of this review is to explore the three main
aspects of the outlier detection problem in non-IID data
which are 1) characteristics of non-IID data, 2) algorithms
developed to detect outliers in non-IID data, and 3) evaluation
measures to evaluate the performance of the proposed
algorithm. Based on these factors we propose a taxonomy in
Figure 2 to guide the literature search and inclusion/exclusion
criteria for the searched literature. This study provides a
summary of themost recent research in the field and identifies
open research challenges and future directions for outlier
detection in non-IID data. The main contributions of this
paper are:

• This paper provides a systematic review of outlier
detection techniques for non-IID data proposed in the
last eight years.

• This paper provides a guided review by proposing a
taxonomy of outlier detection for non-IID data.

• This paper provides a comprehensive overview of
datasets used to evaluate the outlier detection algorithms
for non-IID data.

• This paper highlights the challenges and future direction
for outlier detection in non-IID data settings.

II. BACKGROUND
A. OUTLIER DETECTION
Outliers are defined as data points that deviate significantly
from the expected behavior of a system [10]. Outlier detection
is a task of identifying data points or instances in a
dataset that are significantly shifted from the majority of
the data [1], [21], [22], [23], [24]. It is an important issue
in various domains such as finance, network security, and
healthcare [25], [26], [27], [28]. Outlier detection plays a
crucial role in various domains due to its significance in
identifying abnormal or anomalous instanceswithin a dataset.
In data streams, where data is continuously generated and
analyzed in real-time, outlier detection helps identify sudden
changes or anomalies that may indicate important events or
anomalies in the underlying process. In computer network
security, outlier detection helps identify malicious activities
or intrusions by detecting abnormal network behaviors [26].
In medical diagnosis, outlier detection can aid in identifying
rare diseases, unusual patient conditions, or outliers in
medical imaging data. In finance, outlier detection is valu-
able for identifying fraudulent transactions, unusual market
behaviors, or anomalies in financial data that may indicate
potential risks or opportunities [25]. Overall, outlier detection
provides valuable insights and helps maintain the integrity,
security, and accuracy of data analysis in various domains.

A popular mathematical formulation of outlier detection
is based on the concept of the decision boundary. It is a
boundary in the feature space that separates the normal
data points from the outliers. An outlier score can be
assigned to each data point based on its distance from the
decision boundary. The data points with high outliers scores
(i.e., greater than a threshold value) are considered to be
outliers [29]. The decision boundary can be determined by
various methods including statistical methods, density-based
methods, and distance-based methods. Statistical methods
calculate the mean and standard deviation of the data and use
these values to determine a threshold value. Then the points
outside of this threshold are considered outliers.

In the context of outlier detection, it is important to
differentiate between outliers and disturbances. Outliers refer
to data points that significantly deviate from the expected
patterns or norms, indicating abnormal behavior or events.
They can be indicative of critical incidents, anomalies,
or fraudulent activities. On the other hand, disturbances refer
to temporary or transient fluctuations in the data that do not
necessarily indicate abnormal behavior. These disturbances
can arise from random noise, measurement errors, or other
non-anomalous factors. The distinction between outliers and
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disturbances is crucial because outlier detection aims to
identify true anomalies that require attention or investigation,
while temporary disturbances are expected to not have signif-
icant implications. By accurately distinguishing between the
two, outlier detection algorithms can minimize false positives
and focus on detecting truly exceptional events [27]. In this
paper, we focus on those works where the authors proposed
a technique for finding true outliers.

The concentration assumption states that normal or
non-anomalous data points are more densely clustered
or concentrated in a certain region of the data space
compared to outliers [30], [31]. This assumption implies
that outliers are relatively rare and have a lower density
or concentration in the data distribution. By leveraging
this assumption, outlier detection algorithms can identify
outliers by detecting data points that deviate significantly
from the expected concentration of normal data. Density-
based methods estimate the probability density of the data
and identify data points with low density as outliers. These
methods often calculate the distance between each data
point and its nearest neighbors/centroids and consider data
points with large distances (i.e., non-density reachable) as
outliers [32], [33].

Recent popular approaches to outlier detection are based
on supervised, semi-supervised or unsupervised machine
learning algorithms. In supervised learning, machine learning
models are trained on a labeled dataset to learn the patterns
of normal and anomalous behavior. Once trained, these
algorithms can then be used to detect outliers in new,
unlabeled data. Semi-supervised or unsupervised learning
is performed when the labels are few or unavailable. For
unsupervised learning, the model is trained on unlabeled data
without any specific target variable. The goal is to discover
patterns, structures, or relationships within the data itself to
differentiate between normal and anomalous samples. Semi-
supervised learning combines the advantages of both labeled
and unlabeled data. It leverages the labeled data to learn
from the provided target labels and the unlabeled data to
capture the underlying structure or distribution of the data.
Common machine learning algorithms for outlier detection
include decision trees, random forests, clustering, and one-
class support vector machines [7], [11], [34].

B. APPLICATION DOMAINS
In recent years, outlier detection has become crucial to many
domains such as healthcare, fraud detection, manufacturing,
intrusion, detection, environmental monitoring, supply chain
management, marketing, etc. In the healthcare field outlier
detection is being used for an early diagnosis of diseases i.e.,
detecting unusual patterns in a patient’s vital signs or medical
records can help doctors identify potential health issues.
Moreover, it could also be used to detect health insurance
fraud [3], [35].

Similarly in fraud detection, outlier detection methods
have been widely applied to detect fraudulent transactions.

For example, credit card transactions that are far from
the usual behavior of a customer are flagged as potential
fraud [2], [4], [28]. Outlier detection is also equally being
used in network security for detecting cyber-attacks (i.e.,
detecting unusual network traffic patterns to detect DDoS
attacks) [5].

Likewise, outlier detection methods are also applied in
the manufacturing industry that can help in identifying
defects in products. For example, detecting outliers in
the measurements of a component can help in detecting
deviations in the manufacturing process [36].

In the same way, it is also being used in environmental
monitoring for early warning of natural disasters. For
instance, detecting unusual patterns in measuring environ-
mental parameters like temperature, humidity, and wind
speed can help predict natural disasters [37].

The prominent role of outlier detection is not limited to
the mentioned application domains and portrayed scenarios
but it can be concluded that outlier detection is a critical
step in many different areas for identifying potential issues
or opportunities.

C. NON-IID OUTLIER DETECTION
It is essential to comprehend that real-world systems and
data often do not conform to the classic IID assumption;
that is data or variables are independent and identically
distributed, drawn from a given distribution. Non-IID
encompasses various settings beyond the IID assumption,
including inter-dependencies, correlations, heterogeneity,
and non-stationarity across variables, sources, time, space,
and modeling processes, indicating interactions, coupling,
and diverse distributions or relationships that can lead tomore
complex and challenging learning environments.

For example, social networks exhibit inter-dependencies
among users. The dependency analysis could help identify
outliers (i.e., spam, phishing attacks) if a user suddenly
starts receiving unusually high messages from previously
unconnected users. Stocks, influenced by market trends,
industry-specific factors, and macroeconomic indicators,
often exhibit correlations in their price behavior. By incorpo-
rating these correlations, an outlier detection algorithm can
effectively distinguish between true anomalies and normal
market fluctuations. Patient data collected from multiple
hospitals or clinics may exhibit heterogeneity in a healthcare
setting. Each healthcare facility may have different patient
populations, medical protocols, or data collection practices.
Outlier detection in this scenario must account for the hetero-
geneity across healthcare providers and adjust its detection
thresholds accordingly. In streaming data from an industrial
plant, non-stationarity arises from changing processes due to
maintenance, failures, or operating conditions. An effective
outlier detection approach should adapt to these dynamic
patterns and identify anomalies reflecting the current plant
state.
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FIGURE 2. Taxonomy for outlier detection in non-IID data.

Non-IID data problem refers to any couplings and hetero-
geneity that exist within and between two or more aspects,
such as entities, objects, inter-attribute, intra-attribute or
attribute-value and state of affairs, prior to, during, and after
a learning task [38].

The objective of non-IID outlier detection is to recognize
and describe the non-IIDness in values, features, labels,
or contexts, and to differentiate between inlying and outlying
features, objects, or labels. It is also necessary to identify
the outlying dynamics during the data analysis process and
integrate them into outlier scoring.

Some of the exemplary perspectives in non-IID outlier
detection include learning value and feature couplings for
outliers scoring. These techniques aim to better understand
the relationships between variables and features in non-IID
data and use this knowledge to improve the detection of out-
liers [39]. Considering the importance of data understanding
we will discuss the characteristics of non-IID data in detail in
Section IV.

D. CONCEPT DRIFT
Concept drift is amajor characteristic of non-IID data. It is the
change in the data distribution that occurs over time. Given a
window W = [T , (X ,Y )] with timestamp T, features X and
labels Y in data stream S. Where T = {ti, ti+1, . . . , tn} and
(X ,Y ) = {(xi, yi),
(xi+1, yi+1), . . . , (xn, yn)}, concept drift is defined as follow-
ing [40],

∃t : p(Xt ,Yt ) ̸= p(Xt+1,Yt+1)

where p(Xt ,Yt ) denotes the joint distribution of data features
and labels at time t . Changes in data at time t + 1 can be

described as changes in prior probabilities of classes p(y),
changes in class conditional probability p(X |y), or changes
in posterior probability p(y|X ). Moreover, the authors in [41]
defined three potential sources of concept drift:
1) change in posterior probabilities, an actual drift
2) change in prior probabilities, a virtual drift
3) change in both posterior and prior probabilities or

rigorous drift
In literature, there exist several approaches for detecting

concept drift, including statistical methods, supervised learn-
ing methods, unsupervised learning methods, and ensemble
methods.

Statistical methods: Techniques such as hypothesis testing
or Time distribution methods can be used to identify
significant changes in the data distribution. Time distribution-
based methods (such as Kullback–Leibler (KL) divergence,
and Jensen–Shannon (JS) divergence) calculate the dif-
ference between two probability distributions to detect
concept drift.

Supervised learning methods: Supervised learning meth-
ods can be used to train a model on a labeled dataset
and then monitor its performance over time. If the model’s
performance drops below a certain threshold, it may indicate
that concept drift has occurred.

Unsupervised learning methods: Unsupervised learning
methods can be used to identify clusters in the data and track
their evolution over time. If the clusters shift significantly,
it may indicate concept drift.

Ensemble methods: Ensemble methods such as stacked
generalization can be used to combine multiple models
trained on different time periods. The performance of the
ensemble can be monitored over time, and a drop in
performance may indicate concept drift.
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FIGURE 3. Selection process of articles.

Hence, our focus in this study is on the techniques that
include the detection and adaption of concept drift for outlier
detection in non-IID data.

E. ONLINE AND OFFLINE MACHINE LEARNING
Offline learning, or batch processing, analyzes the entire
dataset for comprehensive analysis and accurate outlier
detection. It suits static datasets, but struggles with concept
drift and real-time detection, being computationally intensive
and unsuitable for non-stationary data.While online learning,
or streaming/incremental learning, enables real-time detec-
tion and adaptability to changing data patterns. It processes
data incrementally, making it ideal for streaming and dynamic
non-IID data. Online learning efficiently handles large-scale
datasets, providing timely outlier detection, although it may
lack access to historical data and long-term patterns, being
more sensitive to noise and fluctuations. Resource limitations
and optimization challenges are also factors. The choice
depends on specific requirements. Offline learning ensures
thorough analysis but falters in dynamic environments,
while online learning excels in real-time detection but
sacrifices historical analysis and faces challenges in handling
incremental updates. Factors like dataset characteristics,
historical data availability, real-time requirements, and
adaptability to changing patterns influence the selection
process.

III. METHODOLOGY
To explore the recent developments in outlier detection for
non-IID data, we conducted a systematic literature review
of studies published between 2015 and 2023. This review
will help the scientific community and relevant application
domain experts to get an in-depth understanding of non-
IID outlier detection in terms of its data characteristic,
algorithms and evaluation measures. Our approach adheres to
the methodology proposed by [42] and [43], which involves
retrieving research papers from the existing literature, select-
ing relevant works, and summarizing them. This systematic
literature review process ensures the reproducibility of the
results and minimizes selection biases towards specific works
in the literature. We also propose a taxonomy in Figure 2

to guide the readers about the prominent aspects of this
review. In sections III-A, III-B, and III-C, we present
our research questions, search strategy, and study selection
criteria, respectively.

A. RESEARCH QUESTION
Following are the research questions that are addressed by
this review, and guided the search and selection process of
our study:

Q1 What are the differentiating characteristics and avaiable
sources of non-IID data?

Q2 Howhave researchers addressed the challenges posed by
non-IID data in outlier detection (existing methods)?

Q3 What are the most commonly used evaluation metrics
for outlier detection in non-IID settings?

Q4 What are some of the most promising opportunities in
this area (open challenges)?

B. SEARCH SOURCES AND METHODS
The literature included in this review comprises research
articles sourced from reputable venues in the fields of knowl-
edge discovery, machine learning, and artificial intelligence.
These venues include ACM Digital Library, IEEE Xplore,
ScienceDirect, SpringerLink, and Web of Science. To gather
relevant studies, specific search terms were developed
based on the taxonomy and main research question. These
queries were then utilized in electronic scientific libraries to
retrieve relevant published works. This approach ensured a
comprehensive and targeted collection of articles for analysis.
Our search focus on the three dimensions related to outlier
detection 1) Term 1: we define the keywords for capturing
the distinguishing characteristics of non-IID data. 2) Term 2:
we use alternatives of the term ‘‘outlier’’ and 3) Term 3: we
use the terms to define a process, evaluation or detection for
outlier detection Table 1 shows the key terms we used for
building a search query for literature retrieval.

C. QUERY FORMATION
To construct a search query, we combine the terms listed
in Table 1 using ‘‘OR’’ and ‘‘AND’’ Boolean operators to
build conjunction and disjunction queries. First, we select
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TABLE 1. Key terms for literature search.

each term from column ‘‘Term 1’’ and join it with a
term in the second column ‘‘Term 2’’ using AND boolean
operator. Second, we repeat this same step and combine the
results of ‘‘Term 1’’ and ‘‘Term 2’’ with ‘‘Term 3’’ using
AND boolean operator. All the terms in each column of
Table 1 are combined using OR boolean operator. Alongside
the exact terms defined in Table 1, we also consider
the plural form of these terms. For instance, we replace
‘‘drift’’ with ‘‘drifts’’, ‘‘outlier’’ with ‘‘outliers’’, and so
forth. We split the hyphenated compound words using space
i.e., ‘‘non stationary’’, ‘‘High dimensional’’, and ‘‘non iid’’.
This process results in 315 search queries. Some of the
digital libraries (i.e., IEEEXplore, ScienceDirect) provide
sophisticated ways to write complex search queries which
allows us to combinemultiple small search queries into a long
query below is an example of a such complex query,

(Title: outlier OR Title: anomaly OR Title: data-discord
OR Title: data noise) AND (Title: ‘‘non-iid’’ OR Title:
‘‘value-coupling’’ OR Title: ‘‘skewed-data’’ OR Title:
‘‘non-stationary’’)

D. STUDY SELECTION
The extraction of relevant articles is performed in four
steps as shown in figure 3. In the first step, we applied
our queries to the digital libraries and we retrieved 32,052
articles in total. To get the most relevant articles from
our search, we specifically applied filters on Springer and
ScienceDirect libraries journals. This was necessary as the
initial search results based on our key terms also included
studies from unrelated domains. The list of included and
excluded ScienceDirect Journals can be seen in Table 2. This
step resulted in 430 articles. Subsequently, we applied the
inclusion and exclusion criteria and a total of 74 articles
were selected for further analysis. Finally, we went through
the title and abstract of the individual articles and this
step resulted in 40 articles for the review. We present
30 articles with differentiating techniques in Section V,
while we use the rest of them for our understanding of the
domain.

We explain our inclusion and exclusion criteria as follows,

1) INCLUSION CRITERIA
We conducted a comprehensive review of the available
literature to identify articles that fulfill the following criteria.

• Articles which contained a comprehensive overview of
datasets used in the studies of outlier detection for non-
IID data

• Articles which discussed the novel methods proposed
for outlier detection in non-IID data

• Articles presenting proposed evaluation metrics to
assess the performance of outlier detection methods on
non-IID data

• Articles that were published between 2015 and 2023
• Works published in top-tier venues including confer-
ences and journals (see Appendix IX for list of all
included venues)

• Long research papers including surveys were preferred
over short papers (i.e., abstracts, special issues, scope or
summary or tutorial).

2) EXCLUSION CRITERIA
Published works that satisfy any of the following exclusion
criteria are removed from this study.

• Studies published in languages other than English
• Studies that are not available via open access or
institutional access

• Studies addressing areas other than computer science
such as Biomedical Signal Processing and Control,
Procedia Engineering, and Thermal Science and Engi-
neering Progress

• Doctoral symposiums, theses, abstracts, workshop
reports, and books

• Duplicates

IV. DATA CHARACTERISTICS OF NON-IID DATA
Outlier detection on non-IID data is a challenging task
due to complex data characteristics. We emphasized the
need for understanding data by making it a separate
branch in our taxonomy. In this section, the prominent data
characteristics of non-IID data presented in the literature are
mentioned.

A. DATA HETEROGENEITY
1) NON-STATIONARY/CONCEPT DRIFT
When the mean, covariance, and correlation of data change
over time. This can affect the performance of outlier detection
methods based on statistical models that assume stationarity.
These models are trained on the first few data samples
and then applied to subsequent data assuming that the data
is generated from the same distribution. However, real-
world data streams are non-stationary where the underlying
distribution changes over time [19], [44], [45].

2) HIGH DIMENSIONALITY
When dealing with data that has hundreds of dimensions,
traditional methods for detecting outliers are ineffective due
to several factors referred to as the ‘‘curse of dimensional-
ity’’ [46]. However, there are various sub-space and full-space
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TABLE 2. ScienceDirect journals for literature search.

outlier detection techniques that are robust against high-
dimensional data [47], [48], [49], [50], [51], [52]. The authors
of [53] and [54] provide a comparative analysis of outlier
detection methods in high dimensional data streams, and text.

3) IMBALANCED DATA
Real-world scenarios exhibit significant variations in col-
lected data among devices due to user preferences and local
environments. This poses a critical challenge, especially
in IoT anomaly detection, where different devices may
encounter diverse types of attacks or anomalies. It is known
that even in cases of balanced datasets, local on-device
datasets are typically non-IID, leading to a degradation in
model performance. For instance, in non-IID datasets, the
drop of 11% and 51% in accuracies ofMNIST and CIFAR-10
predictions was reported respectively [55]. This degrada-
tion becomes more pronounced when handling imbalanced
datasets, as the model tends to favor well-represented classes,
leading to biased outcomes. The global model further
reinforces this bias by prioritizing patterns from majority
clients while suppressing anomalous patterns from minority
clients [16], [56], [57].

B. DATA DEPENDENCY
1) DATA COUPLING
The coupling mechanisms are natural linkages between
observations that can be found in various domains. For
example, observations in social networks can be related
in terms of order, meaning, and causality. Such couplings
can impact the distribution of data over time and domains,
and even the features or random variables. In some
cases, the data may follow a seasonal trend, such as
clothes sales data. It is important to identify and con-
sider such couplings while analyzing data, as they can
affect the performance of machine learning algorithms.
By accounting for the coupling mechanisms, we can better
understand and model the complex relationships within the
data [58], [59].

2) CAUSALITY
Causality is central to the understanding of the data
generation process.Without an understanding of cause–effect
relationship, we cannot use data to answer questions as basic

as ‘‘Does this treatment harm or help patients?’’ [60]. In non-
IID data, the observations are not independent of each other
and may be linked by various coupling mechanisms. Fur-
thermore, causal inference or causal structure learning [61],
[62], [63] can be used to address issues of confounding
and selection bias in non-IID data. confounding is when
one variable (cause) impacts another variable (effect), when
at the same time the confounder influences both of them,
introducing confounder bias. Selection bias occurs when
the sample is not representative of the population being
studied [64]. By comprehending the causal relationships
among the variables, it may become possible to account
for confounding and selection bias. Hence, one can obtain
more accurate estimates of the true causal effects [65], [66].
Causal transformers are also widely used for noisy image
classification [67], [68], [69]

V. METHODS FOR OUTLIER DETECTION
In prior research, there have been several methods developed
specifically for outlier detection in non-IID data. These
methods are designed to address the challenges posed by non-
IID data (i.e., data heterogeneity, coupling, and data shift).
In Table 3, we present a summary of selected methods and
how they fit into our taxonomy.We discuss the selected works
in their respective categories in subsections V-A and V-B.

A. UNSUPERVISED LEARNING
Table 3 shows the prominent unsupervised approaches
commonly found in the literature for unsupervised outlier
detection (in the context of non-IID data) such as once-class
support vector machines (OCSVM), autoencoders, isolation
forest, and specialized measures for measuring various data
characteristics to identify outliers. A brief summary of these
approaches is discussed in this section.

1) ONE-CLASS SUPPORT VECTOR MACHINES (OCSVM)
A novel methodology for detecting anomalies in non-
stationary data using an ensemble-based self-adaptive One-
Class Support Vector Machine (OCSVM) algorithm is
proposed in [11]. The model is self-adapting because it
chooses the parameter setting for kernel bandwidht and
regularization PS = {γ, v} automatically using Quick Model
Selection (QMS) [82]. The proposed methodology focused

VOLUME 11, 2023 70339



S. Siddiqi et al.: Detecting Outliers in Non-IID Data: A Systematic Literature Review

TABLE 3. Methods for outlier detection in non-IID data.

on two main points: change detection, and learning and
prediction. Change point detection refers to the ability to
detect the point after which there is a drift in the data and
the model performance will deteriorate. The data was divided
into non-overlapping windows of fixed size and change point
detection was performed using heuristics such as the number
of instances being classified as outliers in the current window
and the cumulative sum statistical (CS) test of the current and
previous window in a univariate random sequence Oj with
mean µ and any sudden or gradual increase in mean (µ+ ε).
If the CS before and after an unknown interval was greater
than the threshold then a change point was detected for a
window j, where

CSj = max[0,Oj − (µ+ ε) + CSj−1]

In learning and prediction, on the other hand, every time a
change point was detected, a new model was trained on new
instances and added to the ensemble. When the ensemble was
full, the oldest model was removed.

In another approach [18], the authors proposed a method
for online anomaly detection in Structural Health Mon-
itoring (SHM) using a combination of one-class support
vector machines (OCSVMs) and a concept drift adaptation
algorithm. The authors first trained an OCSVM on a set of
normal data to identify the baseline behavior of the structural
system. Then, during online monitoring, the OCSVM was
updated with new data points by computing the similarities
between the new data point and the margin support vector
(S), error support vector (E), and reserve vector (R) satisfying
Lagrange multipliers αi ∈ (0, 1), αi = 1 and αi = 0
respectively. These vectors are the categories of training

data. The authors introduced notations as gc is the decision
of the original model and dcR and dcE are the minimum
distance between the new point and reserve vector and
error set respectively. The model updates in the following
scenarios,
1) if gc > 0, dcR > dcE is gradual normal drift.
2) if gc < 0, dcR < dcE is abrupt normal drift.
In [81], the authors combined the deep Belief Net-

works (DBN) and quarter-sphere-based one-class SVM
(QSOCSVM) with improvements to process
high-dimensional data. The input stream is first passed to
the DBNs to get a reduced feature set with an order of
anomalies distributed on one side of normal data. Then
QSOCSVMs – an improvement upon sphere-based OCSVM
in terms of handling skewed distribution of data and linear
execution time instead of quadratic, are used for computing
border support vectors (BSV) in the training phase. A major
improvement of this work is that instead of determining
hyper-planes or hyper-spheres and then classifying test data
with relative positions to those planes. This works computes
BSV in the training phase and uses these vectors for a
weighted evaluation of test data.

2) PROXIMITY-BASED METHODS
The Glance algorithm [70] is a method designed for detecting
anomalies in attributed graphs that possess contextual
attributes on their edges. To identify communities or groups
of elements within the graph, it leverages the Louvain
community detection algorithm, which aims to maximize the
modularity score. In the initial stage, the Louvain algorithm
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is employed to partition the graph into communities based
on their interconnectedness. Each community represents a
cohesive group of elements in the graph. In the subsequent
stage, the Glance algorithm selects the most pertinent
features for each community using the Laplacian Score,
a feature selection technique. The Laplacian Score ranks
features by considering their variance and similarity among
neighboring elements. Once the relevant features for each
community are determined, the Glance algorithm calculates
an outlierness score for each element within the community
using an outlierness score function. This function quantifies
the extent to which an element differs from the norm within
its community, by comparing it to the mean difference
among the community members. The algorithm concludes
by providing a ranking of the graph’s vertices based on their
respective outlierness scores.

SelectVC [6] is a framework for modeling selective value
coupling to detect outliers in high-dimensional categorical
data. Instead of using independent full-space or feature
subspace methods, the authors learn the relationship between
inlying and outlying values by using a function ψ to
effectively define the outlying values set. Outlying values
are infrequent values caused by outliers. To detect outliers,
an initial vector of outlier scores was generated for each
feature value. Then, an outlier scoring function called φ
recomputed the outlier score of each value based on its
couplings with the selected outlying value set. In condensed
space the couplings are modeled using a scoring function
ψ , focusing only on the couplings between the single value
and the outlying value set rather than the full value set. This
re-computation of the outlying value set and computation
of outlier values was repeated until the outlier vector
converges.

To address the issue of false positives in network
anomaly detection, [27] proposed local adaptive multivariate
smoothing (LAMS). LAMS works by replacing the output
of the anomaly detector with the average anomaly score
of similar events that have been previously observed. The
similarity between events was determined by a context func-
tion called Kh. LAMS used a Nadaraya-Watson estimator,
which was a non-parametric estimator that performed local
averaging of events and converges to the true value of the
optimization function, subject to certain assumptions. Long-
term structured false positives, which were events confined to
a subset of network hosts without a direct relationship to the
background, could be removed by LAMS using a different
similarity measure for alerts than that used in the anomaly
detector. This resulted in decreased scores on false positives
identified by LAMS.

The Stepwise framework [15] is designed to address
concept drift adaptation and anomaly detection in soft-
ware Key Performance Indicator (KPI) streams. It consists
of three main components: detection, classification, and
adaptation. For concept drift detection, the framework
integrates two existing techniques: the Improved Singular
Spectrum Transform (iSST) to calculate the change score

for each interval, and the Extreme Value Theory (EVT) to
automatically determine the threshold value. By combining
these techniques, the framework can detect concept drift
without relying on a fixed threshold. After detecting a concept
drift, the framework classifies it as expected or unexpected by
conducting a causal impact analysis on the event logs. This
classification process involves a semi-automated approach
where the operator makes the final decision to differentiate
changes caused by software modifications from those caused
by system bugs. Finally, the adaptation algorithm extracts
two features, denoted as A and B, which represent the iSST
scores and median values of each window. These features
are then fitted using Robust Linear Models (RLM). A linear
transformation is applied to the linear model, which is
subsequently used by the anomaly detectors. In summary,
the Stepwise framework provides a robust approach for
detecting concept drift and adapting to it in software KPI
streams. By combining drift detection, classification, and
adaptation techniques, it offers a comprehensive solution for
addressing concept drift and detecting anomalies in software
performance monitoring.

The authors of [72] proposed an approach of structural
learning for non-IID attributes using Bayesian networks
where nodes represent the attributes and the edges repre-
sented the direct dependency. The authors used the MMHC
algorithm for discovering the Attribute dependency Graph
and Attribute-Value dependency triple. The MMHC (Max-
Min Hill Climbing) algorithm is a graphical model structure
learning algorithm that aims to discover the underlying
causal relationships between variables. It used a hill-climbing
search strategy to iteratively explore and refine the structure
of a Markov or a Bayesian network based on a given
scoring metrics, such as the Bayesian Information Criterion
(BIC) or the Akaike Information Criterion (AIC). The
algorithm aimed to maximize the score by adding, removing,
or reversing edges between variables while considering the
constraints of the network structure [83]. Furthermore, it also
developed aNon-IID similaritymetric consisting of intra- and
inter-attribute similarity to capture the relationship between
attributes and attribute values based on the attribute structure.
This work then introduced several instances of the original
framework by using differentMLmodels. For example, KNN
with proposed similarity metrics was used to detect outliers
in the non-IID data.

The authors of [19] proposed a framework called O-NSD
for detecting outliers in non-stationary data streams that
incorporate distribution change detection to trigger model
updates. The outlier detection model was retrained with the
data from the new distribution when a change is detected. The
authors introduced a new distance function called Improved
Kullback-Leibler (IKL) which is defined as the max of
the Kullback-Leibler (KL) divergences between the two
distributions with the assumption of being monotonic. The
authors provided experimental evidence that the distance
between the current window and the reference windowmono-
tonically increased at the beginning of the new distribution.
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Then the authors experimented with the two variants of
IKL; first, keeping the buffer for the distribution changes
in current and reference windows. Then using the average
value against a threshold to identify the distribution change
but this variant requires the careful setting of threshold
values. Second, a parameter-free version of IKL measured
the longest increasing sub-sequence (LIS) of distance buffers
as an indication of distribution change. Whenever a distri-
bution change was detected using any of the variants, the
model was retrained on new data to learn the new data
characteristics.

[45] proposes an anomaly detection method called
Wavelet Auto-encoder Anomaly Detection (WAAD) for non-
stationary and non-periodic uni-variate time series. The
authors used the sliding window approach and compute
Wavelet coefficients on each window and then using autoen-
coder the reconstruction error of these coefficients for each
sliding windowwas computed. If the reconstruction error of k
continuous windows was greater than a predefined threshold
then that sub-sequence was identified as an anomalous sub-
sequence.

This study [9] investigates the influence of homophily
coupling and heterogeneous probability distributions on
outlier factors. The authors proposed Coupled Unsupervised
OuTlier detection (CUOT) to estimate the outlierness of
each value by modeling both intra-feature and inter-feature
couplings using outlier factors. The CUOT framework
was instantiated into two instances, Coupled Biased Ran-
dom Walks (CBRW) and multiple-granularity Subgraph
Densities-augmented Random Walks (SDRW), to handle
noisy features. CBRW introduced an intra-feature outlier
factor by normalizing the features and incorporating the
interdependence of outlier values across different features
through the conditional probabilities of these values. The
intra-feature outlier factored and their couplings were
mapped onto a directed attributed value-value graph and
modeled by biased random walks to estimate the outlierness
of all values. SDRWworked on an undirected value graph and
instead of using conditional probabilities, it computed a Lift-
based outlierness influence vector to learn intra-feature value
coupling.

A-Detection [73] is a four-stage technique for detect-
ing anomalies in reliable edge services. A-Detection first
collected the reliability data streams from edge services
using the Bernoulli test. The definition of reliability is
constrained by service requests and maximum completion
time. If a service request of length L is completed in M time
then the request is successful otherwise a failure. Collected
streams were then organized into matrices Xh (history data)
and Xn (current data) using the time window technique.
Singular Value Decomposition (SVD) was then applied to
extract features Pold and Pnew from XhandXn respectively.
The Jensen Shannon (JS) divergence was calculated to
measure the Fractional Distribution Change (FDC) between
them. The anomaly detection was performed by identifying
FDC peaks.

This research presents a novel outlier detection method
called ADD (Average Divergence Difference), as referenced
in [76]. ADD is specifically designed to handle data objects
with skewed distributions, eliminating the requirement for
an artificial parameter k in nearest neighbor algorithms.
The ADD algorithm consists of four essential steps. Firstly,
it establishes the notions of skewness and local density
based on the skewed distribution of the object and its
natural neighbors. Subsequently, the algorithm computes the
divergence factor (DF) of the object by assessing the ratio
between its skewness and local density. This DF serves as an
external characterization factor that captures the relationship
between the object’s skew distribution characteristics and
its compactness. The algorithm then calculates the average
divergence difference, which serves as an internal character-
ization factor. It measures the variation in skew distribution
characteristics among neighboring data objects by comparing
their respective divergence factors. Finally, by employing a
threshold value, the algorithm identifies local outliers within
the dataset.

Based on the existing works [84], [85], [86],
DragStream [74] is an anomaly detection and concept drift
detection algorithm. This algorithm is characterized by three
building blocks: 1) a cache memory, 2) an incremental
clustering algorithm, and 3) concept drift detection. The
algorithm started with an empty cache and for any incoming
sub-sequence, the sub-sequence was matched with the
existing cluster and existing anomalies in cache C. If the
z-normalized Euclidean distance between the new sub-
sequence and the existing anomaly is less than the threshold
then this new sub-sequence was considered normal and the
previous subsequence was also removed from the cache.
If the new sub-sequence was closer to the existing cluster then
the cluster was updated. If this new sub-sequence was not
similar to both the cluster and an existing anomaly then this
new sub-sequence was classified as an anomaly and added to
the cache. The differentiation of clusters and cache captured
the normal and abnormal concepts.

The authors of [75] leveraged the Huffman coding to detect
anomalies in audio data. The authors used dynamic Huffman
coding and performed swapping and reorganizing of nodes in
a binary tree to maintain the non-decreasing indices. Fraction
weights instead of integer weights were assigned to the
nodes. The audios frameswere represented asMel-Frequency
Cepstral Coefficients (MFCC), energy, and Zero Crossing
Rate (ZCR) features, and cosine similarity was used to find
a hit/miss in the tree. When there was a hit the tree weights
are updated and when missed a new node was generated. The
proposed work did not impose constraints on the length of
the tree so a node merge scheme was proposed. Two similar
nodes were merged if their similarity score was below the
merging threshold. This node merging kept a cap on the tree
length and also combined similar events into a single node.
The normalized anomaly score was computed by averaging
the ratio of matched nodes and root nodes for k continuous
frames.
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3) HASH-BASED METHODS
Isolation forests [87] have been a popular approach for detect-
ing outliers in data that fulfill the IID assumption. In [7],
the authors proposed a framework for detecting anomalies in
non-IID data using an ensemble of Isolation Forests and a
hash-based indexing method called EDBHiforest. The main
contribution of this approach is that it can use any distance
measure (metric or non-metric) which generalizes it to both
IID and non-IID data. The proposed framework started by
partitioning the data into subsets based on the hash value
of each data point. The hash function used is the Locality-
Sensitive Hashing (LSH) algorithm, which maps closer data
points to the same hash bucket with high probability. The
authors extended the Distance Based Hashing (DBH) to
Extended-DBH (EDBH) and hashed the data into w buckets.
A family of EDBH functions was used to compute the
indexes for each tuple. This family of functions was treated
as a black box and exposed as a parameter for user-defined
functions. The EDBHiforest algorithm then generated a
random multiway tree and traversed it to compute anomaly
scores. The authors identified the limitations of existing
work and improved them for better generalization instead of
creating a complex novel approach. The datasets used in the
above approach were structured and thus we classified the
approach as offline learning.

B. (SEMI) SUPERVISED LEARNING
Here we briefly discuss the selected approaches present
in literature for semi-supervised and supervised outlier
detection on non-IID data (mentioned in Table 3) such as
Recurrent Neural networks (RNNs), non-linear regression
and labeled K-means++.

1) LINEAR MODELS
Reference [12] presented an online anomaly detection
approach using Recurrent Neural Networks (RNNs) with
concept drift adaptation. The methodology includes four
key components: local normalization, multi-step prediction,
RNN-based anomaly score computation, and RNN model
update. In the local normalization step, the data is divided
into fixed-length segments and normalized using mean and
standard deviation. The multi-step prediction involves linear
units in the input and output layers for future predictions.
The RNNmodel is trained using unsupervised and supervised
learning techniques to handle concept drift, where unsuper-
vised learning identifies anomalies and supervised learning
updates the model parameters when concept drift is detected.
The anomaly score is computed based on the l2 norm over
the last predictions, distinguishing between point outliers and
concept drift.

In [78] the authors proposed a linear least-square-
based approach for detecting poisoning attacks in federated
learning. The authors compute the average Euclidean
distance between the benign and malicious clients models
and global model and monitor the decline in the global

model due to poisonous updates while the malicious model
shows smooth local convergence. The authors then performed
the least-square curve fitting on these distances to predict
malicious clients.

2) NON-LINEAR MODELS
The proposed anomaly detection algorithm by [10] is
designed for evolving data streams using Hierarchical
Temporal Memory (HTM). It involves two key steps to assess
anomalies. Firstly, the prediction error is computed as the
inverse of the common bits between the actual and predicted
vectors, allowing evaluation of HTM accuracy. While this
captures shifts in input statistics, it may result in false
positives due to inherent noise. To address this, the authors
introduce anomaly likelihood as a probabilistic metric. This
metric utilizes the distribution of error values, obtained by
modeling the rolling normal distribution of prediction errors.
By considering the HTM models’ prediction history, the
anomaly likelihood provides a measure of the degree of
anomaly. Notably, it exhibits clear peaks in noisy scenarios,
enabling reliable detection. Anomalies can be identifiedwhen
there is a series of spikes or when a scenario transitions from
high unpredictability to complete predictability.

In [71], The authors presented a Growing Neural Gas
network approach for evolving data streams, incorporating
adaptive learning rates based on local characteristics of
neurons and strategies for adding or removing neurons.
The adaptive local learning rate, determined by the local
error of each neuron, enabled the network to closely track
distribution changes and handle local variations effectively.
The algorithm improved adaptability to local changes by
selecting winning neurons based on their low local error
and adjusting their learning rate accordingly. Additionally,
a forgetting strategy was introduced to remove aged neurons,
considering the impact on neighboring neurons. The authors
also presented a dynamic approach to add new neurons
based on a probability criterion, ensuring fewer neurons were
created during stationary distribution and allowing for more
when distribution shifts occurred.

In [20], the authors addressed the problem of data skewness
and proposed a novel peer-to-peer algorithm, P2PK-SMOTE,
to train supervised anomaly detection machine learning
models on non-IID data. This algorithm handles local class-
imbalance by synthetically generating the minority class. The
authors proposed a P2P environment where each node was
holding part of the initial weights and data instances. The
proposed method P2PK-SMOTE was a fully decentralized
framework that can help participating clients re-balance local
datasets for anomaly detection without requiring a cloud
or global model. The proposed approach improved SMOTE
by adaptively over-sampling the minority class based on
k points instead of just one, then n synthetic points were
generated based on fixed amounts of nearest neighbors to
add complexity and prevent tracing. A small fraction of this
synthetic data was shared across the device to reduce the
risk of data de-identification. This approach not only solves
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the problem of data imbalance but also provided a means to
mask the data and not violate privacy in IoT networks. The
results on real datasets showed almost 100% performance
(i.e., True positive rate) and demonstrated the effectiveness
of this approach.

Another approach for handling data skewness is presented
in [8], this study proposed two label-aware clustering-based
methods to tackle the class imbalance problem in extremely
skewed data through majority class undersampling. The
authors used kmeans++ and linear vector quantization
(LVQ) algorithms to rebalance the highly skewed data. For
Kmeans++ the centers equal to the number of minority class
instances were defined. After the termination of the algorithm
(either by convergence or maximum iterations), the updated
centers were used as the majority class samples thus making
the data strictly balanced. In the same manner in LVQ the
centers were initialized using kmeans++ then the Euclidean
distance was used to adjust the centers for each data sample.
After the termination of the algorithm, the adjusted samples
close to the center were used as the majority class and rest of
the majority class samples were discarded.

A novel approach for fault detection in non-stationary
industrial processes using deep learning techniques was
introduced in [44]. The method combined correlative stacked
autoencoder (C-SAE) and correlative deep neural networks
(C-DNN) to address the limitations of conventional methods
like Principle Component Regression (PCR) and Partial
Least-Square (PLS). Two new loss functions were proposed:
constructive correlative-SAE and demoting correlative-DNN,
which allowed for non-linear correlation analysis and output-
related fault detection. The approach relaxed assumptions
about linear/non-linear relationships among variables and
non-Gaussian distributions with non-stationary behaviors.
The C-SAE reconstructed the output-related portion of input
features, while the correlative-DNN further decomposed y-
unrelated components. This enabled relative output-related
decomposition and non-stationary fault detection without
requiring total decomposition of process measurements.

In [77], the authors outlined a non-linear regressionmethod
for detecting outliers in highly correlated multivariate non-
Gaussian data. In the first step, multivariate non-Gaussian
random vectors were normalized using a multivariate nor-
malizing transformation into Gaussian random vectors. In the
second step, the non-linear regression model was constructed
based on the multivariate normalizing transformation. In the
third step, the prediction intervals of non-linear regression
were built. These intervals were defined by a statistical
equation that combined the coefficients of transformation and
t-test in the linear regression model [88]. Once the intervals
were formed, any predicted value lying outside the interval
was classified as an outlier.

ARCUS (Adaptive framework foR online deep anomaly
deteCtion Under a complex evolving data Stream) [79]
is an online anomaly detection framework that adapts to
evolving data streams by managing a compact pool of
models. The framework balances accuracy and efficiency by

maximizing the accuracy of all models in the pool while
keeping the pool as small as possible. It estimates model
reliability by comparing learned concepts with the current
batch and calculates concept-driven anomaly scores. The
statistical significance of score differences between current
and previous batches is used to assess model reliability.
A forget or merge policy is employed, where model merging
utilizes centered kernel alignment (CKA) of latent variables,
and models performing poorly on the current distribution are
marked for forgetting.

This paper [80] introduced a novel approach for stable
detection in Network Intrusion Detection Systems (NIDS).
The proposed method combines causal features, weight
decorrelation, and a nonlinear mapping. A deep causal stable
learning model is employed to address false correlations
in NIDS. Causal interference and weighted scores are
used to estimate the causal effect between features and
labels, amplifying the influence of causal features on the
label variables. An optimization approach is applied to
eliminate false correlation effects by removing weight and
noise factors. Additionally, a weight vector optimization
technique evenly distributes weights on the unit hypersphere
to reduce feature correlation and improve generalization
in neural networks. The weight vector’s attributes, module
length and direction, were modified using a derivation of
Tammes problem [89]. This weight decorrelation technique
was applied to both the hidden layer and classification layer
of the autoencoder.

C. OUTLIER DETECTION IN APPLICATIONS
Among the 40 papers obtained from our search result,
the selected papers are discussed based on their real-
life applications. These papers did not propose outlier
detection methods but demonstrate the application of existing
techniques in complex real-life scenarios.

In [90], the authors trained an autoencoder to identify
anomalies in complex ocean acoustic data. The manual
approach to identifying faults in the performance of the
hydrophone buried in oceans is via visual inspection of power
spectral density plots (spectrograms). The authors used these
spectrograms to train an autoencoder with a threshold to
identify the images with anomalous features.

The authors of [26] developed a tool to visually represent
the causal relations for network requests for detecting
network anomalies. The design was based on traffic causality
analysis to separate the legitimate and abnormal events. The
tool provided a special visual locality property that supports
different levels of visual-based querying and reasoning
required for the sense-making process on complex network
data. The high visual locality was provided by grouping
the nodes according to their causal relationship. The design
prioritized the causality that clusters nodes around their root-
triggers and forms separate trees for different requests.Within
each tree, the nodes were organized by their temporal and
other logical information.
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The authors of [91] performed anomaly detection in
the domain of dependable systems. For the quantitative
assessment, the authors collected 16 heterogeneous attributes
to present the Key Performance Attributes (KPI) of an
operating system, LinuxRedHat EL5. They applied a random
walk algorithm to detect anomalies in the performance.
The study showed that the histograms of the first-order
time differences of the monitored indicators could be better
approximated by a Cauchy and/or Laplace distribution
instead of a Gaussian distribution.

The current methods used for detecting anomalies in cos-
mic ray variations, such as calculating spherical harmonics
and employing averaging techniques, are not only time-
consuming but also ineffective in capturing all types of
anomalous events in cosmic rays. Reference [92] proposed
the use of wavelet transform constructions and autoencoder
for the analysis of cosmic ray signals. The authors developed
two algorithms for anomaly detection. The first one was
composed of an under-complete autoencoder followed by
continuous wavelet transform (CWT) and a thresholding
function to detect anomalies in the narrow spectrums by
doing dependency analysis. The second one consisted of
orthogonal multiple scale analysis (MSA) of cosmic ray
data, its wavelet reconstruction followed by CWT, and the
thresholding function for detecting anomalies of various
intensities and frequencies. The proposed approach shows
promising results on the data from the neutron monitor of the
Inuvik station.

VI. EVALUATION MEASURES FOR OUTLIER DETECTION
Evaluation measures play a crucial role in assessing the
performance of an algorithm. In this section, we will
discuss some of the most commonly used evaluation mea-
sures used in literature for outlier detection algorithms on
non-IID data.

AUC-ROC Curve: The AUC-ROC Curve is a popular
evaluation metric used in binary classification problems.
It plots the true positive rate (TPR) against the false positive
rate (FPR) at various threshold values. AUC stands for
Area Under the ROC curve and calculates the area under
the entire ROC curve, ranging from (0,0) to (1,1). AUC is
known for measuring how well the model’s predictions are
ranked, rather than their absolute values. This means that
AUC is scale and classification-threshold invariant. Many
outlier detection algorithms use the AUC-ROC curve to
assess their ability to distinguish between actual data and
outliers.

Precision-Recall: Precision-Recall is a widely used evalu-
ation metric in outlier detection. It measures the ability of an
algorithm to identify outliers in the data while minimizing
the number of false positives where normal instances are
classified as outliers.

Precision =
True Positive

True Positive+False Positive

Recall =
True Positive

True Positive+False Negative

Note: True Positive, False Positive, and False Negative
refers to the number of correct positive predictions, incorrect
positive predictions, and incorrect negative predictions,
respectively.

F-measure and Fβ -measure: The F-measure is a metric that
combines precision and recalls into a single value. F-measure
is often used when the number of outliers in the data is low
and it is important to identify them accurately.

F-measure =
2 × Precision × Recall
Precision + Recall

The β parameter in Fβ -measure is a generalization of the
F-measure (assuming β = 1), allowing adjusting the weights
between precision and recall. A smaller β value e.g., β = 0.5,
gives more weight to precision, while a larger value e.g., β =

2.0, emphasizes recall.

Fβ -measure =
(1 + β2) × precision × recall
(β2 × precision) + recall

Mean squared error (MSE) is a commonly used metric to
measure the quality of predictions in regression problems.
It calculates the average of the squared differences between
the predicted and actual values of the target variable.

MSE =
1
n

n∑
i=1

(yi − ŷi)2

where the test set has n observations, yi is the actual value and
ŷi is the predicted target value for the i-th observation.
MSE is used when identifying outliers using regression

analysis or autoencoder. MSE measures the average squared
difference between the predicted and actual values, which
means that it puts more weight on larger errors. A lower MSE
value indicates better prediction accuracy and a perfect MSE
score of 0 indicates that themodel’s predictions exactlymatch
the actual values.

1) SPECIAL METRICS
Following are a few prominent evaluationmetrics specifically
designed for outlier detection in non-IID data.

Coupling Strength (coup) [6]: It computes the probability
of the outlier label given a single feature value to measure
their coupling strength. coupU is defined as the average
conditional probability of the outlier class label over all its
values in a value set U , i.e.,

coupU =
1

|U |

∑
u∈U

P(O|u)

Higher the coupU stronger the couplings between the outlier
class O and the values in U .
NeoDis [72]: Non-IID gEneralized cOupled based Dis-

tance (Neo-Dist) is used to measure coupled similarity
between two objects xk and xq;

NeoDis(xk , xq) =

n∑
i=1

αi × S i(vxki , v
xq
i )
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where αi ∈ [0, 1] represents the weight of the coupled
metric attribute value similarity of an attribute Ai and∑n

i=1 αi = 1. The function S i(vxki , v
xq
i ) represents

inter-attribute or intra-attribute similarity or attribute-value
similarity.

Squared Mahalanois Distance (SMD): Squared Maha-
lanobis distance is a measure of the distance between a point
and a distribution. It is computed by taking the difference
between the point and the mean of the distribution, scaling
the difference by the inverse of the covariance matrix of
the distribution, and then squaring the result. The squared
Mahalanobis distance is useful in machine learning for
anomaly detection and classification tasks where the data
is not normally distributed. It is a way to measure how far
away a point is from the distribution it came from, taking into
account the correlation between the different features. Let
x ∈ Rp generated from a p-variate(probability) distribution
fX (.), µ = E(X ) of the distribution and 6 = E(X − µ) be
the covariance matrix. The squared Mahalanobis Distance is
defined as:

D2
= (X − µ)T6−1(X − µ)

VII. DATASETS FOR OUTLIER DETECTION
IN NON-IID DATA
We compiled a comprehensive list of datasets frequently used
to evaluate the performance of outlier detection algorithms
for non-IID data in Table 4. We collected the actual source
of the dataset and the studies it appears in, the dimensions of
the dataset (row × columns) and a brief description from the
actual source, highlighting the domain of the data.

While compiling the list of these datasets we observed that
the majority of datasets are time-series datasets. Although
NICO is a dedicated effort for non-IID image datasets there
are still opportunities to explore in the domain of graph,
network, spatial and tabular data.

VIII. OPEN DISCUSSION AND CHALLENGES
In this section, we discuss the limitations of existing work and
highlight some of the open challenges for outlier detection in
non-IID data.

A. LIMITATIONS OF EXISTING WORK
The general limitations of the existing literature are summa-
rized in the following:
1) The literature pays more attention to learning supervised

models or ensembles of supervised and unsupervised
models but pays little attention to capturing the under-
lying relationship between data and outliers.

2) There is a gap to explore the domains of DNN-based
feature selection and causal linking for outlier detection
in non-IID data. For example, causal models can be used
to capture the nature of dependencies within the data
generation process

3) None of the work focuses on outlier detection in multi-
modal data.

4) More attention is needed to high-dimensionality in
the context of data dependency and heterogeneity
when performing feature selection i.e., scalability of
similarity metrics, scoring functions to capture the
couplings while considering sampling, and considera-
tion of feature heterogeneity when performing feature
selection.

5) Lack of approaches handling missing values, or data
with quality issues when dealingwith contextual outliers
and semi-structured data.

6) Insufficiency of publicly available non-IID datasets
for benchmarking outlier detection is a significant
challenge. Much of the existing literature evaluates
outlier detection algorithms on multi-class datasets,
assuming that the minority class represents the outliers
(i.e., Arithmiya, BalanceScale and Gas datasets in
Table 4. However, this approach oversimplifies the
problem of outlier detection for non-IID data and fails
to capture its true complexity.

B. OPEN CHALLENGES FOR OUTLIER DETECTION IN
NON-IID DATA
This section describes the selected and relevant open
challenges encountered in the literature regarding outlier
detection in non-IID data.

1) DATA CHARACTERISTICS QUANTIFICATION
The field of data characterization or data complexity
quantification aims to gain insights into and measure the
inherent characteristics and complexities of data [38]. This
understanding is essential for achieving optimal alignment
between data and models and for designing and evaluating
learning methods [106], [107]. While numerous data indi-
cators have been developed to quantify data complexity in
tasks such as classification, sequence analysis, and time-
series forecasting, the focus on outlier detection has been
limited [25], [108], [109], [110], [111]. Notable studies in this
area include [7], [106] and [9].

In [106], various k-nearest-neighbor-based outlier detec-
tionmethods are evaluated on publicly available datasets. The
authors introduce two data indicators, difficulty and diversity,
to analyze dataset complexity based on detector performance
agreements and conflicts. This approach differs from other
works such as [7] and [9], which focus on capturing
data relationships with underlying structures and designing
diverse data indicators such as feature-value similarity, value-
value similarity, etc. These studies contribute to a deeper
understanding of data complexity in the context of outlier
detection, providing valuable insights for future research and
development in this field. However, these approaches are lim-
ited to structural or numerical data. Therefore, it is desirable
to introduce robust methods which evaluate and benchmark
different data characteristics on a variety of structured, semi-
structured, high-dimensional, heterogeneous, and coupled
data.
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TABLE 4. Benchmark datasets for outlier detection in non-IID data.

2) FEATURE SELECTION
Another significant challenge in outlier detection in non-IID
data is effectively handling high-dimensional data. High-
dimensional data often includes a substantial number of
irrelevant or redundant features, which can increase the
noise level in the data and make it difficult to detect
true outliers. To address this challenge, researchers have

proposed a range of subspace [9], [47], [112], [113], [114],
[115] and multiple subspace-based [6], [116], [117], [118]
approaches for outlier detection in high dimensional data.
However, these techniques may not always be effective
in high-dimensional non-IID data as the impact of these
techniques on non-IID is unknown. Furthermore, research is
needed to assess the impact of existing techniques on non-

VOLUME 11, 2023 70347



S. Siddiqi et al.: Detecting Outliers in Non-IID Data: A Systematic Literature Review

IID data and develop more sophisticated feature selection
methods that can effectively handle the complexity of
non-IID data.

3) DEEP LEARNING FOR COMPLEX OUTLIER DETECTION
Deep learning has emerged as a powerful approach for
complex data analysis, including the field of outlier detec-
tion. While contemporary methods have shown success
in detecting point anomalies, they often struggle with
conditional or group anomalies. Deep learning models,
on the other hand, excel at capturing complex temporal
and spatial dependencies, allowing them to effectively learn
representations from unordered data points. This capability
opens up new possibilities for detecting complex anomalies
that exhibit intricate patterns and relationships. Moreover,
current deep outlier detection methods primarily focus on
single data sources, leaving the realm of multi-modal outlier
detection largely unexplored. Bridging the gap presented
by multi-modal data is a challenging task for traditional
approaches.

However, deep learning has demonstrated remarkable
success in learning feature representations from various types
of raw data [112], [119], enabling effective anomaly detection
across multiple modalities [79], [120]. Deepmodels can learn
unified representations by concatenating representations
from different data sources, presenting exciting opportunities
for multi-modal anomaly detection.

To fully harness the potential of deep learning in outlier
detection, novel neural network layers or objective functions
may need to be developed. By leveraging the inherent
strengths of deep learning, such as its ability to capture
complex dependencies and learn representations from diverse
data sources, we can pave the way for more accurate and
comprehensive outlier detection in complex datasets.

4) ROBUST EVALUATION METRICS AND ACTIVE LEARNING
A key challenge in outlier detection in non-IID data is the
development of robust evaluation metrics that are capable
of accurately assessing the performance of outlier detection
algorithms. This challenge comes from the fact that non-
IID data can exhibit varying levels of noise, outliers,
and anomalies, making it difficult to differentiate between
anomalous and non-anomalous data. Moreover, it is difficult
to differentiate the outliers from concept drift and identify
contextual outliers without domain experts. To address
this challenge, [6] and [7] proposed specialized similarity
measures to differentiate between inlying and outlying
values. Reference [12] discussed an RNN-based approach
to differentiate between concept drift and outliers. As the
definition of outlier changes concerning changes in data
(concept drift), more robust measures are needed to adopt
these changes. Expert knowledge can help in the reduction
of false positives for contextual outliers and when a drift has
occurred. Active learning for outlier detection has recently
gained prominence [121], [122]. Although this approach
seems promising due to the inherited shortcoming of active

learning (unavailability of domain experts, the burden of
labeling) only a few works have been published in the context
of outlier detection and none in the context of non-IID
data. For that reason, more investigations are needed in this
context.

5) COUPLING AND CAUSALITY
Typically, feature selection/extraction and outlier scoring are
performed separately, potentially retaining irrelevant features
for outlier detection. To enhance robustness, coupling these
processes is crucial but very limited work is published
in this context [6], [7]. Therefore, further investigation is
required, considering the unique challenges posed by the
complexity of non-IID and related challenges such as feature
drift and concept drift. Moreover, feature causality or causal
learning is also neglected in outlier detection. The authors
of [123] presented various use cases to detect outliers by
causal modeling of features and explain how the violation of
causal relation might be the indicator of anomalous behavior.
We have already discussed the application of causal inference
in network intrusion detection in [67] but more attention
is demanded in incorporating causal modeling for detecting
domain-specific outliers. Causal modeling could also be the
future for explainable outlier detection [124], [125]. In the
same way, the notion of outliers also strongly depends on
the domain, causal modeling of domain knowledge appears
to be a promising path, especially if combined with machine
learning methods making use of the domain knowledge.

6) HYPER-PARAMETER TUNING
Existing approaches in the literature require users tomanually
specify values for various parameters, such as outlier
detection threshold, concept drift or feature drift indicators,
hashing function choices, window sizes, autoencoder layer
configurations, and more. These parameters play a crucial
role in model induction and directly impact the performance
of the model. However, tuning these parameters can be
challenging, particularly in the case of non-stationary and
high-dimensional data. This challenge becomes even more
pronounced in online learning models, especially ensembles
that evolve, as their input parameters may also need to
adapt. Therefore, there is a need for autonomous systems that
minimize user-adjustable parameters, especially those that
cannot be learned from the data. Such autonomous systems
would enhance the practicality and effectiveness of handling
dynamic and complex data scenarios.

IX. CONCLUSION
In this paper, we have conducted a systematic literature
review on outlier detection in non-IID data. Through an
extensive search across various electronic databases, we have
identified 32,052 papers, from which we selected 40 relevant
studies. The primary objectives of this study were twofold.
Firstly, we proposed a taxonomy to provide readers with a
comprehensive understanding of the key aspects of outlier
detection in non-IID data, including data characteristics,
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methods, and evaluation measures. This taxonomy serves as
a valuable guide for researchers and practitioners in the field.

Secondly, we focused on the application domain of outlier
detection, highlighting its significance in various domains
such as finance, healthcare, and computer networks. We also
addressed the challenge of concept drift and emphasized the
need to differentiate it from outliers, offering insights on
adapting outlier detection algorithms for robust performance
in the presence of concept drift. Additionally, we compiled a
comprehensive list of non-IID datasets specifically designed
for evaluating specialized outlier detection algorithms, facil-
itating further research and benchmarking.

While this study provides valuable insights and advance-
ments in outlier detection on non-IID data, we acknowledge
certain limitations of the existing work. These limita-
tions include the need for more advanced methodologies
that can handle complex non-IID data characteristics, the
development of comprehensive evaluation frameworks, and
the consideration of application-specific challenges. More-
over, several open challenges remain in this field, such as
addressing the impact of data cleaning, incorporating deep
learning and privacy-preserving techniques, and ensuring
interpretability of outlier detection models in real-world
scenarios.

APPENDIX
Following is the list of all venues (conferences, journals)
included in the retrieval process.
1) Conference on Information and Knowledge Manage-

ment (CIKM)
2) Data Mining and Knowledge Discovery
3) International Joint Conference on Neural Networks

(IJCNN)
4) IEEE Intelligent Systems
5) Conference on Data and Application Security and

Privacy (CODASPY)
6) Measurement
7) International Conference on Data Science and Manage-

ment of Data (COMAD)
8) Artificial Intelligence in Medicine
9) International Conference on Scientific and Statistical

Database Management (SSDBM)
10) Journal of Computer and System Sciences
11) Conference on Security and Privacy in Wireless and

Mobile Networks (WiSec)
12) Neurocomputing
13) Knowledge Discovery and Data Mining (KDD)
14) Applied Soft Computing
15) Pacific-Asia Conference on Knowledge Discovery and

Data Mining (PAKDD)
16) IEEE Sensors Journal
17) IEEE Eurasia Conference on IOT, Communication and

Engineering (ECICE)
18) IEEE Transactions on Knowledge and Data Engineering

(TKDE)
19) IEEE OCEANS

20) IEEE Transactions on Network and Service Manage-
ment

21) IEEE International Symposium on Software Reliability
Engineering (ISSRE)

22) Expert Systems with Applications
23) IEEE International Conference on Advanced Trends in

Radioelectronics, Telecommunications and Computer
Engineering (TCSET)

24) IEEE Access
25) IEEE International Conference on Data Mining (ICDM)
26) Knowledge and Information Systems
27) Journal of Applied Intelligence
28) Neural Computing and Applications
29) IEEE Conference on Applications of Computer Vision
30) AAAI Conference
31) ACM Computing Surveys
32) Advances in Databases and Information Systems

(ADBIS)
33) Computer Science Review
34) Special Interest Group on Management of Data (SIG-

MOD)
35) International Conference on Very Large Data Bases

(VLDB)
36) The Journal of VLDB
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