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Abstract. We study the problem of conditional expectations in free random variables and pro-
vide closed formulas for the conditional expectation of a resolvent Ψ(z) = (1−zP (a1, . . . , an))−1

of an arbitrary non–commutative polynomial P (a1, . . . , an) in free random variables a1, . . . , an
onto the subalgebra of an arbitray subset of the variables a1, . . . , an. More precisely, given a lin-
earization of Ψ(z), our methods allow to compute a linearization of its conditional expectation.
The coefficients of the expressions obtained in this process involve certain Boolean cumulant
functionals which can be computed by solving a system of equations. On the way towards
the main result we introduce a non–commutative differential calculus which allows to evaluate
conditional expectations and certain Boolean cumulant functionals βb and βδ. We conclude
the paper with several examples which illustrate the working of the developed machinery. For
completeness two appendices complement the paper. The first appendix contains a purely al-
gebraic approach to Boolean cumulants and the second appendix provides a crash course on
linearizations of rational series.
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1. Introduction

1.1. Outline. Free probability was introduced by Voiculescu 40 years ago [42] as a means to
solve long-standing problems in von Neumann algebras. Over the years however deep connec-
tions to several branches of mathematics came to light, among others random matrix theory
and representation theory of the symmetric group. Complementing Voiculescu’s analytic ap-
proach, Speicher developed a systematic theory of free cumulants [35], already announced in
[42]. In this approach, free independence is characterized by vanishing of mixed free cumulants,
in analogy to classical independence, which can by characterized by vanishing of mixed classical
cumulants. Indeed, most properties of free cumulants can be obtained from the corresponding
properties of classical cumulants by replacing the lattice of all set partitions by the lattice of
non–crossing partitions, following the general scheme of multiplicative functions on lattices [12],
see the standard reference [31] for a detailed treatment of free cumulants. The discovery of free
cumulants triggered a lot of progress in free probability, and it was the starting point of many
deep combinatorial studies of various structures in free probability (see [30, 21, 22] and many
other).

“Partial cumulants” were introduced by von Waldenfels in order to simplify certain calcula-
tions in mathematical physics [47]. Later they were called Boolean cumulants corresponding
to the notion of Boolean independence which was introduced in [36]. They naturally appear
in the guise of first return probabilities of random walks [48]. Combinatorially Boolean cumu-
lants follow the pattern of classical and free cumulants by replacing the lattice of set partitions
(resp. noncrossing partitions) with the lattice of interval partitions which is isomorphic to the
Boolean lattice. From a combinatorial point of view Boolean cumulants are the simplest kind
of cumulants.

Recently it was noticed that despite their simplicity Boolean cumulants are useful for non–
commutative probability in general [18] and free probability in particular [5, 14, 23, 37]. Boolean
cumulants were used for the first combinatorial solution to the problem of the free anti–
commutator in [14] (an analytic solution was found earlier by Vasilchuk [41]; a solution in
terms of free cumulants was presented recently in [32]), and for the identification of the coeffi-
cients of power series expansion of subordination functions [23] (implicitly also in [48]).

In the present paper we continue these investigations and show that Boolean cumulants may
indeed be used for a systematic study of free random variables. The first step in this direction
is a surprisingly simple characterization of freeness by the vanishing of some mixed Boolean
cumulants.

Theorem 1.1 (Characterization of freeness in terms of Boolean cumulants). Let (M, φ) be
a tracial non–commutative probability space. Subalgebras A and B are free if and only if
βm(a1, a2, . . . , an) = 0 whenever n > 1 and aj ∈ A ∪ B for j = 1, 2, . . . , n with a1 and an
coming from different subalgebras.

This property turns out to be the key to an efficient calculation of conditional expectations
in free random variables. In particular, for free random variables a1, a2, . . . , an we determine
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the conditional expectation of the resolvent (1 − zP (a1, a2, . . . , an))
−1 of an arbitrary non–

commutative polynomial P (a1, a2, . . . , an) onto a subalgebra generated by some subset of the
variables a1, a2, . . . , an. To this end we employ the concept of linearizations, a method also used
in [4, 16]. More precisely, given a linearization of the resolvent, we obtain a linearization of its
conditional expectation. Our discussion is focused on non–commutative rational functions of
the form (1 − zP (a1, a2, . . . , an))

−1, however an example at the end of this paper shows that
the methods are applicable to a wider class of rational functions.

The first step of our approach is based on a recurrence which can be summarized as a
free integration formula and which in the case of resolvents naturally leads to a system of
linear equations for the conditional expectation which can be turned into a linearization. The
coefficients appearing in said linearization are certain generating functions of mixed Boolean
cumulants of free random variables.

For the sake of simplicity let us consider the case of non–commutative polynomials in two
free random variables X and Y . It is known that for free random variables the conditional
expectation of a polynomial is a polynomial again. We show how to obtain this result in a
recursive way. The functional βb

Y is defined on non–commutative polynomials and depends on

the distributions of X and Y . The derivative
⇀
δX acts on non–commutative polynomials. For

precise definitions we refer to Section 4.

Theorem 1.2 (Free integration formula). The conditional expectation of a non–commutative
polynomial P ∈ C⟨X, Y ⟩ satisfies the identity

EX [P ] = βb
Y (P ) + (βb

Y ⊗ EX)(
⇀
δX(P )).

This formula has a certain resemblance to classical integration. EX “integrates away” the
variable Y and if we denote IY = βb

Y ⊗ EX , then the formula reads

IY (
⇀
δX(P )) = EX [P ]− βb

Y (P ) = IY (I ⊗ P − P ⊗ I).

The formula above allows to calculate conditional expectations in terms of Boolean cumu-
lants. Thus we are faced with the problem to calculate Boolean cumulants of functions in free
random variables. In order to do this we introduce an algebraic calculus of Boolean cumulants,
based on a number of algebraic rules and devices which allow to establish equations for the
generating functions arising from the previous calculations. More precisely we introduce two
functionals βb and βδ on the free algebra which evaluate Boolean cumulants in two ways, block-
wise and fully factored. We then establish mutual recursive equations between these with the
help of the previously developed algebraic devices which lead to a closed system of algebraic
equations. Although the functionals βb and βδ are defined in relation to conditional expecta-
tions, it appears that they will have much wider applications, and the calculus we introduce
for them is of independent interest. The calculus for βb and βδ, based on generalizations of
observations from [14, 23], subsumes the combinatorial case-by-case analysis of functions in free
variables into a general algebraic machinery.

First steps towards a similar calculus in terms of free cumulants were done in [10] and
we expect the unshuffle algebras of [13] to play a role here. Mixed free cumulants of free
random variables vanish and they turn additive free convolution into a simple addition. However
it turned out that when it comes to multiplicative free convolution, free cumulants offer no
advantage as the formulas are actually identical [5]. The advantage of Boolean cumulants lies
in their combinatorial simplicity. The main steps of our calculations are as follows:

(i) Turn the simple combinatorics of Boolean cumulants of products of free variables into an
algebraic rule involving certain derivations which appeared earlier in free probability.

(ii) Apply these derivations to resolvents and use the fact that these play the role of “eigen-
functions” analogous to the exponential function in classical calculus.

(iii) Use the formula for Boolean cumulants with free entries in order to separate the variables
and obtain equations for the generating functions.
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We do not prove any new combinatorial results, rather provide algebraic reformulations of
known combinatorial identities and put them together into an effective machinery to make them
available for free analysis. It allows to establish equations for generating functions of Boolean
cumulants of functions in free variables which in some cases can be effectively solved and used
to compute conditional expectations and distributions of arbitrary polynomials in free random
variables.

In particular we present an algebraic interpretation of the formula for Boolean cumulants
with products as entries and a characterization of freeness in terms of Boolean cumulants from
[14] in terms of Voiculescu’s free derivative. We refer to Theorem 5.5 for the precise statement
and Definitions 4.10 and 5.2 for definitions of the functionals βb and βδ.
The paper is organized as follows.
The rest of the introduction is devoted to an exposition of the problem of conditional expec-

tations.
Section 2 presents results about the basic ingredients: conditional expectations, Boolean

cumulants and derivations.
In Section 3 we prove the characterization of freeness announced above in Theorem 1.1.
In Section 4 we provide a method to compute conditional expectations in terms of Boolean

cumulants. In particular we prove Theorem 1.2.
In Section 5 we introduce a calculus for the Boolean functionals βb and βδ which is summa-

rized in Theorem 5.5.
In Section 6 we show how linearizations allow to solve the problem for subordinations for

general polynomials. In particular we prove Theorem 1.3 which we discuss below.
Section 7 contains examples.
Appendix A we give self-contained algebraic proofs of the basic results about Boolean cumu-

lants as well as a reformulation of these in terms of tensor algebras.
Finally Appendix B contains the essential information required for the computation of lin-

earizations.

1.2. Subordination for general polynomials. Let X and Y be classically independent
random variables with distributions µX and µY , then their joint distribution is µX,Y = µX⊗µY ,
i.e., the expectation of any integrable function f(X, Y ) can in practice be computed as a double
integral

E f(X, Y ) =

∫ ∫
f(x, y) dµY (y) dµX(x).

In the non–commutative case there is no such integral representation, however the inner integral
is in fact the conditional expectation

(1.1)

∫
f(X, y) dµY (y) = E[f(X, Y )|X]

and thus
E f(X, Y ) = E[E[f(X, Y )|X]]

which does have a non–commutative analogue. In the present paper we propose a method to
compute this non–commutative conditional expectation

EX [P (X, Y )]

for arbitrary non–commutative polynomials P and more general rational functions in free ran-
dom variables. It is the analogy with (1.1) which motivated us to call our endeavour free integral
calculus.
This follows ideas of Voiculescu [43] and Biane [7] who showed that for the sum a + b of

two free random variables a, b there exists an analytic self map of ω : C+ → C+ such that the
conditional expectation of the resolvent onto the algebra generated by a is a resolvent again

(1.2) Ea[(z − a− b)−1] = (ω(z)− a)−1,
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which after application of φ yields results in the subordination relation Ga(ω(z)) = Ga+b(z).
Moreover the function ω is known to satisfy a fixed point equation.
In the present paper we generalize this method to arbitrary polynomials using an algebraic-

analytic method based on the observation from our previous work [14, 23] that Boolean cumu-
lants turn out to be a convenient tool to “store” the results of the “partial integral” described
above.

Fix a non–commutative probability space (M, φ). Given self-adjoint random variables
a1, a2, . . . , an ∈ M and a non-commutative polynomial P ∈ C⟨X1, X2, . . . , Xn⟩, our objec-

tive is an explicit formula for the conditional expectation of
Ä
1−zP (a1, a2, . . . , an)

ä−1
onto the

algebra generated by some subset of the variables a1, a2, . . . , an. Without loss of generality we
may assume that the subset consists of a1, a2, . . . , ak, where k < n.
In the first step we construct a linearization of the resolvent, i.e., matrices C1, C2, . . . , Cn ∈

MN(C) such that for L = C1 ⊗ a1 + C2 ⊗ a2 + · · · + Cn ⊗ an ∈ MN(C[z])⊗M and z in some
neighborhood of zero we have

(1.3) (1− zmP (a1, a2, . . . , an))
−1 = ut(IN − zL)−1v

for some vectors u, v ∈ CN , where m is the total degree of P . In general a polynomial may have
many linearizations; in Appendix B we discuss in detail algorithms for finding linearizations
which work for our purposes. It suffices to say for the moment that in contrast to [4] some
technical issues force us to work with regular linearizations which are not self-adjoint and to
restrict the calculations to the level of formal power series.

In the case when A is the von Neumann subalgebra freely generated by a1, a2, . . . , an, we
prove the following theorem. It follows by evaluating the formal expression from Theorem 6.12
below in the variables a1, a2, . . . , an.

Theorem 1.3 (Subordination for general polynomials). Given a linearization (1.3) for a poly-
nomial P ∈ C⟨X1, X2, . . . , Xn⟩ of degree m we have for z in some neighbourhood of 0 the
following linearization for the conditional expectation of the resolvent

(1.4) EA
î
(1− zmP (a1, a2, . . . , an))

−1
ó

= ut
Ä
IN − z

(
C1 ⊗ a1 + C2 ⊗ a2 + · · ·+ Ck ⊗ ak + (Ck+1Fk+1 + · · ·+ CnFn)⊗ I

)ä−1
v

where the matrices F1, F2, . . . , Fn constitute the unique fixed point of the system of equations

(1.5) Fi = η̃ai

Ç
z
(
IN − z

∑
j ̸=i

CjFj

)−1

Ci

å
for i = 1, 2, . . . , n

with entries which are analytic at 0. Here by η̃a(z) =
∑∞

n=1 βn(a)z
n−1 we denote the shifted

Boolean cumulant generating function of a random variable a.

Remark 1.4.
(i) From a practical point of view Theorem 1.3 asserts that the evaluation of the conditional

expectation of the resolvent(
1− zmP (a1, a2, . . . , an)

)−1
= ut

(
IN − z (C1 ⊗ a1 + C2 ⊗ a2 + · · ·+ Cn ⊗ an)

)−1
v

onto A (i.e., “integrating out” ak+1, . . . , an) amounts to replacing the corresponding sum-
mands IN ⊗ ai with the matrices Fi ⊗ I.

(ii) Although only the matrices Fk+1, Fk+2, . . . , Fn explicitly appear in the final formula (1.4),
the matrices F1, F2, . . . , Fk are required as well in order to extract the former from the
solution of equation (1.5). Moreover observe that in general the equations cannot be effec-
tively decoupled (unless n = 2, see example 1.6 below) and each matrix from F1, F2, . . . , Fn

depends on the distributions of all variables a1, a2, . . . , an.
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Remark 1.5 (Subordination). The previous theorem generalizes the subordination phenomenon
in the following sense. For simplicity consider the case of two free variables a, b and fix a
polynomial P ∈ C⟨X, Y ⟩ of degree m. We fix an N ×N linearization

(1− zmP (X, Y ))−1 = ut(IN − zC1X − zC2Y )−1

then the above theorem says that the moment generating functionMP (z) = φ
(
(1− zP (a, b))−1

)
is obtained from the linearization via

MP (a,b)(z
m) = utφ(N)(IN − zC1a− zC2b)

−1v

where φ(N) is the entry–wise application of φ. Let H1 = (I − zC1F1)
−1, then the preceding

identity can be written as

MP (a,b)(z
m) = utφ(N)(IN − zH1C2b)

−1H1v

Suppose that the matrix H1C2 is diagonalizable and write zH1C2 = QDQ−1 with D =
diag(λ1, . . . , λn). Then we obtain

MP (a,b)(z
m) = (Pu)tφ(IN −Db)−1P−1H1v = ût


Mb(λ1) 0 . . . 0

0 Mb(λ2) . . . 0
...

. . .
...

0 0 . . . Mb(λn)

 v̂
where û = Pu, v̂ = P−1H1v and Mb(z) = φ((1 − zb)−1) is the moment generating function of
b.

Therefore the eigenvalues λi = λi(z) of zH1C2 can be understood as a generalization of the
subordination functions from free additive convolution. At the time of this writing we do not
know whether H1C2 is actually diagonalizable in general. If this turns out not to be the case,
one can use the Jordan canonical form and the derivatives M ′

b, M
′′
b ,. . . will populate the upper

triangular parts fo the Jordan blocks.

Let us illustrate Theorem 1.3 with a quick derivation of the subordination function for addi-
tive free convolution and for anti–commutator. For further examples see Section 7.

Example 1.6. The polynomial P (a, b) = a + b is already linear and we can apply Theorem 1.3
with the trivial linearization

Ea

î
(1− z(a+ b))−1

ó
= (1− za− zFb(z))

−1

where

Fa(z) = η̃a

( z

1− zFb(z)

)
Fb(z) = η̃b

( z

1− zFa(z)

)
.

Both formulas for the conditional expectation and the two equations can be easily checked to be
equivalent to the well known subordination results for free additive convolution. In particular
in this case it is straightforward to decouple the equations and obtain separate fixed point
equations for F1 and F2 after a simple substitution of one equation into the other.

Example 1.7. Let P (a, b) = ab+ ba be the anti–commutator, then for z in some neighbourhood
of zero the conditional expectations of the resolvent are

Ea

î
(1− z2(ab+ ba))−1

ó
=
Ä
1− f2,43z − z2a

(
f2,33 + f2,44

)
− f2,34a

2z3
ä−1

,

Eb

î
(1− z2(ab+ ba))−1

ó
=
Ä
1− f1,12z − z2b

(
f1,11 + fx22

)
− f1,21b

2z3
ä−1

.

This result is obtained with the linearization involving the matrices

C1 =


0 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0

 C2 =


0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 0

 .
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Apriori the equations (1.5) involve a total of 32 variables fk,ij, k ∈ {1, 2}, 1 ≤ i, j ≤ 4. However
it is easy to see with the help of the projection matrices onto kerC1 and kerC2 (cf. Remark 6.14)
that many variables vanish and the solution matrices have the form

F1 =


f1,11 f1,12 0 0
f1,21 f1,22 0 0
0 0 0 0
0 0 0 0

 F2 =


0 0 0 0
0 0 0 0
0 0 f2,33 f2,34
0 0 f2,43 f2,44


and satisfy the following system of equations{

F1 = η̃a
(
zQ1(1− zC2F2)

−1C1

)
,

F2 = η̃b
(
zQ2(1− zC1F1)

−1C2

)
,

where I − Qi is the projection onto the kernel of the matrix Ci, i.e., CiQi = Ci. This system
gives the analogue for the anti–commutator of the fixed point equation in the case of additive
convolution stated in the previous example. Note that the explicit formulas for the matrices
H1 = Q1(1 − zC2F2)

−1C1 and H2 = Q2(1 − zC1F1)
−1C2 are essentially the same as those for

matrices Ha and Hb from Theorem 6.1 in [14], i.e., linearizations were already implicitly present
in [14].
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2. Preliminaries

In this section we introduce the main ingredients of the paper: conditional expectations,
Boolean cumulants and derivations.

2.1. Non–commutative probability spaces. We assume that M is a unital ∗-algebra and
φ : M 7→ C is a positive unital linear functional, commonly called a state and we usually
assume it to be faithful. We will refer to the pair (M, φ) as a non–commutative probability
space. For technical reasons we will mostly work with the free associative algebra.

Notation 2.1. Let X = {X1, X2, . . . , Xn} be an alphabet. We denote by X+ = {Xi1Xi2 · · ·Xik |
k ∈ N, ij ∈ {1, 2, . . . , n}} the free semigroup it generates and by X ∗ = X+∪{1} the free monoid.

We denote by C⟨X ⟩ = C⟨X1, X2, . . . , Xn⟩ the free associative algebra generated by the vari-
ables X1, X2, . . . , Xn, i.e., the linear span of X ∗, also known as the algebra of non–commutative
polynomials.

For elements a1, a2, . . . , an ∈ M and P ∈ C⟨X1, X2, . . . , Xn⟩ we denote by P (a1, a2, . . . , an)
the evaluation of a polynomial P ∈ C⟨X1, X2, . . . , Xn⟩, i.e., the element of M obtained after
substituting every Xi with ai for i = 1, 2, . . . , n.

The joint distribution of a1, a2, . . . , an is the linear functional µ : C⟨X1, X2, . . . , Xn⟩ → C
given by

µ(P ) = φ
(
P (a1, a2, . . . , an)

)
.

Definition 2.2. A family of subalgebras (Ai)i∈I of a ncps (M, φ) is called free or free inde-
pendent if

φ(u1u2 · · ·un) = 0

for any choice of uj ∈
⋃

iAi such that φ(uj) = 0 and uj ∈ Aij with ij ̸= ij+1 for all j ∈
{1, 2, . . . , n− 1}.

2.2. Conditional expectations. Fix a non–commutative probability space (M, φ) and let
A ⊆ M be a subalgebra. A conditional expectation is a state-preserving projection EA : M →
A, i.e., such that φ ◦ EA = φ. In general such a map not necessarily needs to exists, unless M
is a finite von Neumann algebra and φ is tracial [39, Proposition 5.2.36]. If it does exist and
the state φ is faithful, then the conditional expectation EA[u] is the unique element ũ ∈ A such
that for any a ∈ A one has φ(ua) = φ(ũa). EA : M → A is a unital A-bimodule map, i.e.,
EA[a1ua2] = a1EA[u]a2, for all u ∈ M and a1, a2 ∈ A.
In the present paper we will always assume that the algebra M is freely generated by two

of its subalgebras A,B ⊆ M, or more specifically, M is freely generated by some subalgebras
Ai, i ∈ I and the subalgebra A is generated by some subset of these, i.e., A = ⟨Aj⟩j∈J
where J ⊆ I, and B = ⟨Ai⟩i∈I\J . In this case the existence of the conditional expectation
EA onto A is generally warranted by combinatorial arguments [28, §2.5]. Alternatively, in
the C∗-algebraic context, if the state is faithful, then M is isomorphic to the reduced free
product (A, φ|A) ∗ (B, φ|B) and the existence of the conditional expectation also follows from
[1, Proposition 1.3].

More precisely, in order to find the conditional expectation of a non–commutative polynomial
in variables a1, a2, . . . , an onto the algebra A generated by a1, a2, . . . , ak one has to find suitable
expressions for moments of the form

φ (ai1ai2 · · · airb) ,
where i1, i2, . . . , ir ∈ {1, . . . , n} and b ∈ A. It is a fundamental property of freeness (as one of
the universal notions of independence in the sense of [29]) that all joint moments of freely inde-
pendent random variables are uniquely determined by the marginal moments of the variables
in question. Thus for each moment of the form indicated above there is a universal formula
(not depending on the particular choice of the distributions of a1, a2, . . . , an) which expresses
any joint moment as a sum of products of marginal moments.
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After fixing random variables a1, a2, . . . , an all relevant information we need for finding the
conditional expectation is contained in the pair (C⟨X1, X2, . . . , Xn⟩, µ) defined in Notation
2.1 and therefore we will mostly work on a formal level and focus on this non–commutative
probability space. Note that such µ need not to be faithful.

Working with non–commutative polynomials is very useful as it allows us to ignore algebraic
relations satisfied by variables a1, a2, . . . , an. Another advantage of C⟨X1, X2, . . . , Xn⟩ is that
it is augmented (see below) and has a natural linear basis, hence we can easily define linear
mappings and functional on this algebra by prescribing values on the basis elements. It is also
straightforward then, again by linearity, to extend all those mappings to the algebra of formal
power series in non–commuting variables X1, X2, . . . , Xn, denoted by C⟨⟨X1, X2, . . . , Xn⟩⟩.

2.3. Main idea – Boolean cumulants and conditional expectations. Boolean cumu-
lants appeared in various contexts and disguises in the literature [47, 40, 36]. In our previous
work [23] we observed that Boolean cumulants appear naturally in connection with conditional
expectations of functions in free variables. The present paper is an exploration of this con-
nection based on a recursive reformulation which is suitable for explicit calculations in closed
form. In addition we introduce a non–commutative differential calculus for Boolean cumulants
of polynomials in free variables which reduces the combinatorial apparatus to a minimum.

Although Speicher’s free cumulants are the tool of choice in free probability [35, 31], more
recently it turned out that for certain questions Boolean cumulants are useful as well. Indeed
some problems like the free anti–commutator [14] and subordination functions [23, 38] are
easier to describe in terms of Boolean cumulants rather than free cumulants. The present
paper extends and unifies these ideas. Before discussing this, let us start with a review of some
basic facts about Boolean cumulants. An interval partition is a partition π = {B1, B2, . . . , Bk}
of the set {1, 2, . . . , n} such that all blocks are intervals, i.e., for all 1 ≤ i ≤ k we have
Bi = {k, k + 1, . . . , l} for some k ≤ l in {1, 2, . . . , n}. The set of all interval partitions of
{1, 2, . . . , n} is denoted by Int(n).

For any tuple a1, a2, . . . , an ∈ M we define the Boolean cumulant functional βn : Mn → C
implicitly via the formula

(2.1) φ(a1a2 · · · an) =
∑

π∈Int(n)

βπ(a1, a2, . . . , an),

where βπ(a1, a2, . . . , an) =
∏

B∈π β|B|
(
(a1, a2, . . . , an)|B

)
, and by β|B|

(
(a1, a2, . . . , an)|B

)
we

mean that we take the functional βk such that k = |B|, and we evaluate it at those ai for
which i ∈ B, and the arguments ai appear in the natural order (one should note that in general
Boolean cumulants are not invariant under permutations of arguments). One way to inverting
the formula (2.1) and to obtain an explicit formula for Boolean cumulants is Möbius inversion
on the lattice of interval partitions. We refrain from doing so and rather base our calculations
on a well known recurrence, namely

(2.2) φ(a1a2 · · · an) =
n∑

k=1

βk(a1, a2, . . . , ak)φ(ak+1ak+2 · · · an)

or equivalently

(2.3) φ(a1a2 · · · an) =
n∑

k=1

φ(a1a2 · · · ak−1) βn−k+1(ak, ak+1, . . . , an).

This elementary recurrence is the starting point for our investigation. It immediately implies
a similar recurrence for conditional expectations of products of free random variables: Assume
that {a1, a2, . . . , an} ∈ A and {b1, b2, . . . , bn−1} ∈ B are two families of variables and assume
that subalgebras A and B are free.
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In order to calculate the conditional expectation of a1b1a2 · · · bn−1an ∈ M onto the subalgebra
B, we have to find an element EB[a1b1a2 · · · bn−1an] ∈ B such that

φ(a1b1a2 · · · bn−1anb) = φ
(
EB[a1b1a2 · · · an]b

)
for any b ∈ B. If φ is faithful then this element is uniquely determined and can be found using
the following recursive reformulation of [23, Proposition 1.1].

Proposition 2.3. Assume that φ is faithful. Then for ai ∈ A and bi ∈ B the conditional
expectation of the alternating product satisfies the recurrence

EB[a1b1a2 · · · an−1bn−1an] =
n∑

k=1

β2k−1(a1, b1, a2, . . . , ak) bk EB [ak+1bk+1 · · · an] .(2.4)

Proof. The recurrence (2.2) yields

φ
(
EB[a1b1a1 · · · an]b

)
= φ(a1b1a2 · · · anb)

=
n∑

k=1

β2k−1(a1, b1, a2, . . . , ak)φ(bkak+1 · · · b) +
n∑

k=1

β2k(a1, b1, a2, . . . , bk)φ(ak+1bk+1 · · · b)

Now it follows from Theorem 1.1 (see also Definition 3.1 and Proposition 3.6 below) that
for free random variables the mixed Boolean cumulant β2k(a1, b1, a2, . . . , ak, bk) vanishes for
k = 1, 2, . . . , n and hence

φ
(
EB[a1b1a2 · · · an]b

)
=

n∑
k=1

β2k−1(a1, b1, a2, . . . , ak)φ(bkak+1bk+1 · · · anb)

= φ
( n∑

k=1

β2k−1(a1, b1, a2, . . . , ak) bkak+1bk+1 · · · anb
)

= φ
( n∑

k=1

β2k−1(a1, b1, a2, . . . , ak) bk EB [ak+1bk+1 · · · an] b
)
.

□

Observe that vanishing of cumulants of the form β2k(a1, b1, a2, . . . , ak, bk) is essential in this
proof, because it eliminates β2n(a1, b1, a2, . . . , an−1, b). Otherwise b would be trapped inside this
term and the recurrence would fail.

We will also make use of the original non-recursive version of the formula for the conditional
expectation found in [23].

Corollary 2.4. Let (A, φ) be a ncps and B ⊆ A a subalgebra such that the conditional
expectation EB : A → B exists. Let {b1, b2, . . . , bn−1} ⊆ B and assume that the family
{a1, a2, . . . , an} ⊆ A is free from B.
(i)

(2.5) φ (a1b1a2 · · · bn−1anbn)

=
n−1∑
k=0

∑
1≤i1<i2<···<ik≤n−1

φ(bi1bi2 · · · bikbn
k∏

j=0

β2(ij+1−ij)−1(aij+1, bij+1, aij+2, . . . , aij+1
),

(ii) Then the conditional expectation of alternating monomials can be evaluated as follows

(2.6) EB [a1b1a2 · · · bn−1an]

=
n−1∑
k=0

∑
1≤i1<i2<···<ik≤n−1

bi1bi2 · · · bik
k∏

j=0

β2(ij+1−ij)−1(aij+1, bij+1, aij+2, . . . , aij+1
),
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where in the above sum for each sequence 0 < i1 < i2 < · · · < ik < n we set i0 = 0 and
ik+1 = n.

2.4. Boolean cumulants with products as entries. In this subsection we present the basic
tools preparing the non–commutative differential calculus for Boolean cumulants of polynomials
in free variables.

The main tool is the formula for Boolean cumulants with products as entries in terms of
cumulants of individual variables. Such formulas are known for classical cumulants [24, 34]
and free cumulants [20] and follow a general pattern [22]. The analogous formula for Boolean
cumulants is given below. The proof may go via a standard argument involving Möbius inversion
(see Lecture 14 in [31]). In view of possible generalizations and for the sake of completeness we
present alternative algebraic proofs based solely on the recurrence (2.2) in Appendix A.1.

Proposition 2.5. Let a1, a2, . . . , an ∈ A be random variables then

(2.7) βm+1(a1a2 · · · ad1 , ad1+1ad1+2 · · · ad2 , . . . , adm+1adm+2 · · · an) =
∑

π∈Int(n)
π∨ρ=1n

βπ(a1, a2, . . . , an),

where ρ = {{1, 2, . . . , d1}, {d1 + 1, d1 + 2, . . . , d2}, . . . , {dm + 1, . . . , n}} ∈ Int(n), and ∨ is the
join in the lattice of interval partitions. The condition π ∨ ρ = 1n is equivalent to

π ≥ {{1}, {2}, . . . , {d1 − 1}, {d1, d1 + 1}, {d1 + 2}, . . . , {dm − 1}, {dm, dm + 1}, . . . , {dn}}.

Proposition 2.5 can be proved by iteration of the following lemma and Corollary 2.7 below.

Lemma 2.6.

(2.8) βn−1(a1, a2, . . . , apap+1, ap+2, ap+3, . . . , an)

= βp(a1, a2, . . . , ap) βn−p(ap+1, ap+2, ap+3, . . . , an) + βn(a1, a2, . . . , an)

We will actually mostly make use of the following recursive version of Proposition 2.5.

Corollary 2.7. Let a1, a2, . . . , an ∈ A be random variables consider the interval partition ρ =
{{1, . . . , d1}, {d1+1, . . . , d2}, . . . , {dm+1, . . . , n}} ∈ Int(n). We write ρ = {B1, B2, . . . , Bm+1},
where blocks are ordered in natural order. For j ∈ {1, . . . , n} denote by ρ(j) the number of
block containing j, i.e. we have ρ(j) = k if j ∈ Bk, then

(2.9)

βm+1(a1a2 · · · ad1 , ad1+1ad1+2 · · · ad2 , . . . , adm+1adm+2 · · · an)

=
∑

j∈{1,...,n}\{d1,d2,...,dm}

βj(a1, a2, . . . , aj)βm−ρ(j)+1)(aj+1aj+2 · · · adρ(j) , . . . , adm+1 · · · an).

We record here one immediate consequence of Lemma 2.6 which allows to eliminate units.
This also follows from Proposition 3.8 below.

Corollary 2.8 ([33, Proposition 3.3]). For any n ≥ 2 we have

βn(1, a2, . . . , an) = 0(2.10)

βn(a1, a2, . . . , an−1, 1) = 0(2.11)

βn(a1, a2, . . . , ak−1, 1, ak+1, . . . , an) = βn−1(a1, a2, . . . , ak−1, ak+1, . . . , an)(2.12)

2.5. Tensor products and tensor algebras. The tensor product U ⊗V of two vector spaces
has the universal property that every bilinear map B : U × V → W has a unique extension
to a linear map B : U ⊗ V → W . Consequently, a family of multilinear maps fn : V n → W ,
n ≥ 0, corresponds uniquely to a linear map f : T (V ) → W on the tensor algebra T (V ) =
⊕∞

n=0V
⊗n. Moreover, any linear map on V can be extended to a derivation of the tensor algebra

(Lemma A.1).
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Notation 2.9. It will be convenient to denote the product operation on the tensor algebra
by ⊙ and extend it to matrices as follows: Given a matrix A = [aij] ∈ Mn(A) and a ∈ A,
let a ⊙ A = [a ⊗ aij] ∈ Mn(A ⊗ A). Similarly, for two matrices A,B ∈ Mn(A) we denote by
A⊙B ∈Mn(A⊗A) the matrix with entries

(A⊙B)ij =
∑
k

aik ⊗ bkj.

Note that associativity holds in connection with multiplication with scalar matrices C ∈Mn(C),
in the sense that A⊙ CB = AC ⊙B.

2.6. Free products of algebras. A coproduct or (algebraic) free product of unital algebras A1

and A2 over a field K is a unital algebra A with embeddings ι1 : A1 → A and ι2 : A2 → A such
that the images generate A and every pair of homomorphisms h1 : A1 → B and h2 : A2 → B
has a unique extension to a homomorphism A → B.
For details about free products and tensor algebras we refer to [2, §1.4] and [9].

Proposition 2.10.
(i) The free product is unique and is given by the quotient of the tensor algebra T+(A1⊕A2) =∑∞

n=1(A1 ⊕ A2)
⊗n with respect to the ideal generated by all elements of the form

a1 ⊗ b1 − a1b1 a2 ⊗ b2 − a2b2 1A1 − 1A2 , ai, bi ∈ Ai.

The algebraic free product is denoted by A1 ⨿A2.
(ii) [2, Lemma 1.4.5] Let A1 and A2 be algebras with 1 over a field K with respective K-bases

{1} ∪M1 and {1} ∪M2. Then {1} ∪M is a K-basis for A1 ⨿ A2 where M is the set of
alternating monomials in letters from M1 and M2.

Definition 2.11. An algebra A is called augmented if it comes with an augmentation map,
i.e., an algebra homomorphism ϵ : A → C. Its kernel Ā = ker ϵ is called the augmentation
ideal.

Example 2.12. Typical examples of augmented algebras are polynomial algebras (both commu-
tative and non–commutative) where the augmentation map

ϵ(P ) = P (0) = constant coefficient

is clearly a homomorphism.

The free product of augmented algebras is clearly augmented. Moreover, it is isomorphic
to a subalgebra of the tensor algebra and this fact will be helpful for the definition of certain
functionals to be defined in Section 5 below.

Proposition 2.13 ([17]). The free product of augmented algebras is isomorphic to

(2.13) A⨿ B ≃ C1⊕
∞⊕
n=1

Tn(Ā, B̄)⊕ Tn(B̄, Ā)

where by
Tn(U, V ) = U ⊗ V ⊗ U ⊗ · · · (n factors)

we denote the alternating tensor product of two vector spaces. The multiplication is given by
the tensor product modulo the identifications a′ ⊗ a′′ = a′a′′ and b′ ⊗ b′′ = b′b′′ already present
in Proposition 2.10.

Example 2.14. The free associative algebra C⟨X, Y ⟩ is the isomorphic to algebraic free product
C[X] ⨿ C[X]. The decomposition (2.13) corresponds to the decomposition into the constant
term and alternating monomials Xk1Y l1Xk2Y l2 · · · with exponents kj, lj > 0.

Notation 2.15. Extending the terminology of the preceding example to free products of general
augmented algebras, alternating products of the form w = a1b1a2b2 · · · (resp. w = b1a1b2a2 · · · )
with ai ∈ Ā and bi ∈ B̄, i.e., the images of elementary tensors from Tn(A,B) (resp. Tn(B,A)),
will be called monomials.
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The reduced free product of ncps (A, φ) and (B, ψ) will be denoted by (A, φ)∗(B, ψ) or A∗B
in short. It is realized as the image of the free product of their GNS representations, see [46,
§1.5]. For our purpose the following subalgebra is sufficient.

Proposition 2.16 ([46, §1.5]). Let (A1, φ1) and (A2, φ2) be ncps and denote by Åi = kerφi

their centered components. Then the orthogonal direct sum

C1⊕
∞⊕
n=1

⊕
⊕

i1 ̸=i2 ̸=···̸=in

Åi1Åi2 · · · Åin

is a dense subalgebra of the reduced free product.

Definition 2.17. Unital subalgebras A, B of an algebra M are called algebraically free if
they do not satisfy any mutual algebraic relation, i.e., if the free extension of the embeddings
ιA : A → M, ιB : B → M to a homomorphism h : A⨿ B → M is injective.

Proposition 2.18. Let (M, φ) be a ncps with faitful state φ and let A, B be freely independent
subalgebras in the sense of Definition 2.2. Then A and B are algebraically free.

Proof. The algebra generated by A and B is isomorphic to their reduced free product A ∗ B
and thus by [1, Proposition 2.3] contains a faithful copy of the algebraic free product. □

2.7. Derivations. Coincidentally it turns out that similar to classical calculus, integration has
strong ties to derivations. More precisely, we will be concerned with several derivations from
an algebra A into the bimodule M = A⊗A with the natural action

(2.14) a1 · (x⊗ y) · a2 = (a1 ⊗ 1)(x⊗ y)(1⊗ a2) = a1x⊗ ya2

Definition 2.19. Let A be an algebra and M be an A-bimodule. An M-derivation is a linear
map D : A → M satisfying the Leibniz rule

(2.15) D(a1a2) = D(a1) · a2 + a1 ·D(a2)

If one modifies the left and right actions of A on A⊗A then homomorphisms become a rich
source of derivations.

Proposition 2.20. Let A be a unital algebra and Φ1,Φ2 : A → A⊗A be two homomorphisms,
then D = Φ1 − Φ2 is a derivation in the sense that D(ab) = D(a)Φ2(b) + Φ1(a)D(b)

Let us present some examples of derivations

Example 2.21. The “tensor commutators”
↼
∇ : A → A⊗A mapping

↼
∇a = a ⊗ 1 − 1 ⊗ a is a

derivation for any algebra A. It appears in [45, Section 5.3] (see Section 3.1 below) and has
the universal property that every derivation factors through it [9, p. III.132, Proposition 17].

It will be convenient to denote
⇀
∇ = −

↼
∇.

Example 2.22. The free derivative or free difference quotient on C[x] is the map ∂ : C[x] →
C[x]⊗ C[x] given by

∂xn =
n−1∑
k=0

xk ⊗ xn−k−1.

In the natural identification C[x]⊗ C[x] ≃ C[x, y] this coincides with the difference quotient

∂p(x) =
p(x)− p(y)

x− y

and for this reason is also known as the Newtonian coproduct [19, §XII]. It first appeared in
free probability in connection with the non–commutative Hilbert transform approach to free
entropy [44].
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Example 2.23. A slight modification of the previous derivation comes from the divided powers
coproduct [19, §VI]. Let again A = C[X] be the polynomial algebra, then the deconcatenation
coproduct is a homomorphism

∆d(x
n) =

n∑
k=0

xk ⊗ xn−k

and thus both
↼
δ p(x) = ∆dp(x)− 1⊗ p(x) = (x⊗ 1)∂p(x)
⇀
δ p(x) = ∆dp(x)− p(x)⊗ 1 = (1⊗ x)∂p(x)

are derivations.

Example 2.24. For an augmented algebra, the map ∆(a) = a− ϵ(a) is a derivation in the sense
of Proposition 2.20 and so are the left and right “block derivatives”

⇀
∆ : A → A⊗A

↼
∆ : A → A⊗A

a 7→ 1⊗ (a− ϵ(a)) a 7→ (a− ϵ(a))⊗ 1.

Next we discuss free products of derivations.

Proposition 2.25. Let A1 and A2 be algebras and A = A1 ⨿ A2 their (unital) free product.
Let M an A-bimodule (equivalently, a bimodule for both A1 and A2) and Di : Ai → M, i = 1, 2
be derivations. Then there exists a unique derivation D1 ∗ D2 : A1 ⨿ A2 → M extending D1

and D2. Moreover, we have the decomposition

D1 ∗D2 = D1 ∗ 0 + 0 ∗D2

where 0 is the trivial derivation.

Proof. We first extend D̃ = D1 ⊕ D2 : A1 ⊕ A2 → M to the tensor algebra T+(A1 ⊕ A2) by
the Leibniz rule, see Lemma A.1:

D̃(u1 ⊗ u2 ⊗ · · · ⊗ un) =
n∑

k=1

u1 ⊗ u2 ⊗ uk−1 · D̃(uk) · uk+1 ⊗ · · · ⊗ un

and then check that it passes to the quotient (see Proposition 2.10), i.e., the ideal generated
by 1A − 1B, a

′ ⊗ a′′ − a′a′′ for a′, a′′ ∈ A1 ∪ A2 is contained in ker D̃. Clearly D̃(1) = 0 and on
the other hand for a′, a′′ ∈ A1

D̃(u⊗ (a′ ⊗ a′′ − a′a′′)⊗ v) = D̃(u) · (a′ ⊗ a′′ − a′a′′)⊗ v)

+ u · (D1(a
′) · a′′ + a′ ·D1(a

′′)−D1(a
′a′′)) · v

+ u⊗ (a′ ⊗ a′′ − a′a′′) · D̃(v)

which is mapped to 0 in the quotient space and the Leibniz rule is satisfied by definition. □

Example 2.26. If we identify the algebra of non–commutative polynomials with the unital free
product C⟨x, y⟩ ≃ C[x] ∗ C[x], then we can construct the partial derivatives

↼
δx,

⇀
δx, ∂x and

↼
∇x

as free products of the derivations
↼
∇ (Example 2.21),

↼
δ ,

⇀
δ (Example 2.23) and 0 on C[x]:

↼
δx =

↼
δ ∗ 0

↼
δy = 0 ∗

↼
δ

⇀
δx =

⇀
δ ∗ 0

⇀
δy = 0 ∗

⇀
δ

∂x = ∂ ∗ 0 ∂y = 0 ∗ ∂
↼
∇x =

↼
∇∗ 0

↼
∇y = 0 ∗

↼
∇

⇀
∇x =

⇀
∇∗ 0

⇀
∇y = 0 ∗

⇀
∇

moreover, we obtain decompositions
↼
δ =

↼
δx +

↼
δy and

↼
∇ =

↼
∇x +

↼
∇y.
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Example 2.27. Let A and B be augmented algebras and set M = (A⨿ B)⊗ (A⨿ B). Denote
by

↼
∆A and

↼
∆B (resp.

⇀
∆A and

⇀
∆B) the left (resp. right) block derivatives from Example 2.24

into the corresponding submodules of M. The free products
⇀
∆A ∗ 0, 0 ∗

⇀
∆B : A ⨿ B → M are

called partial block derivatives. By abuse of notation we will denote them by
⇀
∆A and

⇀
∆B as

well. Their action on the augmentation ideal is deconcatenation on monomials

⇀
∆A(a1b1a1a2b2 · · · anbn) =

n∑
k=1

a1b2a2 · · · bk ⊗ akbk+1ak+1 · · · anbn

↼
∆A(a1b1a1a2b2 · · · anbn) =

n∑
k=1

a1b2a2 · · · ak ⊗ bkak+1bk+1 · · · anbn

where ai ∈ Ā and bi ∈ B̄. In contrast to the previous derivations, neither the partial block
derivatives nor the deconcatenation operator

⇀
∆ =

⇀
∆A+

⇀
∆B satisfy the Leibniz rule with respect

to the natural action (2.14), but the “compatibility relation” of unital infinitesimal bialgebras
applies [25, Definition 2.1]

⇀
∆(uv) = (

⇀
∆u)(1⊗ v) + (u⊗ 1)

⇀
∆ v − u⊗ v.

Note however that
⇀
∆A−

↼
∆A =

⇀
∇A is a derivation.

Let us observe that resolvents work nicely with any derivation

Remark 2.28. Let A be a unital algebra and D : A → M be a derivation into an A-bimodule
M. Then for any invertible element a ∈ A we have as a consequence of the Leibniz rule

(2.16) D(a−1) = −a−1D(a)a−1

In particular, the derivation of a resolvent R = (z − a)−1 satisfies

D(R) = RD(a)R

while for Ψ = (1− za)−1 we have

(2.17) D(Ψ) = zΨD(a)Ψ.
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3. Boolean cumulants of free random variables

3.1. Characterization of freeness by Boolean cumulants. In this section we elaborate
on on the main property which allowed us to derive recurrence (2.4), i.e., the fact that mixed
Boolean cumulants of free variables which start and end with mutually free variables vanishes.
The main result is a surprisingly simple characterization of freeness which is inspired by an
algebraic characterization of freeness found by Voiculescu in [45]. We are grateful to R. Speicher
and J. Mingo for bringing this paper to our attention.

Definition 3.1.
(i) Subalgebras A,B of a ncps (M, φ) have vanishing cyclically alternating cumulants if

βn(u1, u2, . . . , un) = 0

whenever ui ∈ A ∪ B such that u1 and un come from different algebras. We will call this
Property (CAC).

(ii) Subalgebras A,B of a ncps (M, φ) satisfy Property (WCAC) (weak (CAC)), if they
satisfy Property (CAC) for alternating words, i.e.

βn(a1, b1, a2, b2, . . . , an, bn) = 0

and
βn(b1, a1, b2, a2, . . . , bn, an) = 0

for any choice of ai ∈ A, bi ∈ B.
(iii) Subalgebras A,B of a ncps (M, φ) satisfy property (∇) if

(3.1) (φ⊗ φ) ◦
↼
∇A(a1b1a2b2 · · · anbn) = 0

for any choice of ai ∈ A and bi ∈ B. Here the expression on the right hand side of (3.1)
is meant to be evaluated as follows:
1. The formal derivative

↼
∇xx1y1x2y2 · · ·xnyn is computed in the free associative algebra

C⟨x1, x2, . . . , xn, y1, y2, . . . , yn⟩;
2. substitute xi = ai, yi = bi to obtain an element of M⊗M;
3. evaluate φ⊗ φ on the latter.

Remark 3.2. Since
↼
∇ =

↼
∇A +

↼
∇B and trivially (φ⊗ φ) ◦

↼
∇ = 0, identity (3.1) is equivalent to

(φ⊗ φ) ◦
↼
∇B(a1b1a2b2 · · · anbn) = 0

Lemma 3.3. Property (WCAC) is equivalent to Property (CAC).

Proof. Clearly Property (CAC) implies Property (WCAC). The converse can be seen as a
special case of Lemma 3.10 below, but here is a proof by induction, assuming that Property
(WCAC) holds for all orders.

Suppose that Property (CAC) holds for all orders up to n−1 and pick a tuple u1, u2, . . . , un ⊆
A ∪ B such that u1 and un come from different algebras.
If the tuple is alternating then there is nothing to prove.
Therefore assume that it is not alternating. Without loss of generality we consider the follow-

ing configuration (the proof of the other cases is analogous): u1 = a, uk = a′, uk+1 = a′′ ∈ A and
un = b ∈ B. Thus we have to show that the cumulant βn(a, u2, u2, . . . , a

′, a′′, uk+2, . . . , un−1, b)
vanishes. We apply the product formula (2.8) in the reverse direction and obtain

βn(a, u2, . . . , uk−1, a
′, a′′, uk+2, . . . , un−1, b)

= βn−1(a, u2, u2, . . . , uk−1, a
′a′′, uk+2, . . . , un−1, b)

− βk(a, u2, u2, . . . , uk−1, a
′) βn−k(a

′′, uk+2, . . . , un−1, b)

All cumulants on the right hand side are of lower order and all except the second one satisfy
the assumptions of the induction hypothesis and therefore the right hand side vanishes. □

Proposition 3.4. Property (WCAC) is equivalent to Property (∇).
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Proof. We apply recurrence (2.3) to the first factor of the first sum and (2.2) to the second
factor of the second sum in the following expression

(φ⊗ φ)(
↼
∇Aa1b1 · · · anbn)

=
n∑

k=1

φ(a1b1 · · · ak)φ(bkak+1 · · · anbn)− φ(a1b1 · · · ak−1bk−1)φ(akbk · · · anbn)

=
n∑

k=1

k∑
p=1

φ(a1b1 · · · bp−1) β2(k−p)+1(ap, bp, . . . , ak)φ(bkak+1 · · · anbn)

+
n∑

k=1

k−1∑
p=1

φ(a1b1 · · · ap) β2(k−p)(bp, . . . , ak)φ(bkak+1 · · · anbn)

−
n∑

k=1

n∑
p=k

φ(a1b1 · · · bk−1) β2(p−k)+1(ak, bk, . . . , ap)φ(bpap+1 · · · anbn)

−
n∑

k=1

n∑
p=k

φ(a1b1 · · · bk−1) β2(p−k)+2(ak, bk, . . . , bp)φ(ap+1 · · · anbn)

=
∑

1≤p≤k≤n

φ(a1b1 · · · bp−1) β2(k−p)+1(ap, bp, . . . , ak)φ(bkak+1 · · · anbn)

+
n∑

k=1

k−1∑
p=1

φ(a1b1 · · · ap) β2(k−p)(bp, . . . , ak)φ(bkak+1 · · · anbn)

−
∑

1≤k≤p≤n

φ(a1b1 · · · bk−1) β2(p−k)+1(ak, bk, . . . , ap)φ(bpap+1 · · · anbn)

−
n−1∑
k=1

n∑
p=k

φ(a1b1 · · · bk−1) β2(p−k)+2(ak, bk, . . . , bp)φ(ap+1 · · · anbn)

− β2n(a1, b1, . . . , an, bn)

=
n∑

k=1

k−1∑
p=1

φ(a1b1 · · · ap) β2(k−p)(bp, . . . , ak)φ(bkak+1 · · · anbn)

−
n−1∑
k=1

n∑
p=k

φ(a1b1 · · · bk−1) β2(p−k)+2(ak, bk, . . . , bp)φ(ap+1 · · · anbn)

− β2n(a1, b1, . . . , an, bn)

Now all but the last term on the right hand side involve lower order cumulants which vanish by
by induction hypothesis. Therefore the left hand side vanishes if and only if β2n(a1, b1, . . . , an, bn) =
0. □

Lemma 3.5. Free subalgebras satisfy Property (CAC).

Proof. This is an immediate consequence of the vanishing of mixed free cumulants and the
formula expressing Boolean cumulants as a sum of free cumulants indexed by irreducible non–
crossing partitions [21, 5], and is also a special case of Proposition 3.8 below.

Here is a direct self-contained proof using only the recurrence (2.2) and induction. By
Lemma 3.3 it suffices to prove Property (WCAC).
To begin with, in the case n = 2 the recurrence (2.2) immediately resolves into the covariance:

β2(a, b) = φ(ab)− φ(a)φ(b) = 0.
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For the induction step, we first verify that cumulants of alternating centered words vanish
and then reduce the general case to this.

Assume that the assertion holds for any order up to k ≤ n−1 and that the tuple u1, u2, . . . , un
is alternating, i.e., neigbouring elements come from different algebras, and that all elements are
centered. Then it follows from recurrence (2.2) that

βn(u1, u2, . . . , un) = φ(u1u2 · · ·un)−
n∑

k=1

βk(u1, u2, . . . , uk)φ(uk+1uk+2 · · ·un)

and all terms on the right hand said contain expectations of alternating words in centered
elements. Freeness implies that they vanish and so does the cumulant on the left hand side.

It remains to show that we can replace the letters of an alternating word with centered
elements. We will do this step by step using multilinearity and Corollary 2.8. The condition
that the first and last arguments of the involved cumulants come from different algebras is not
violated throughout the following manipulations.

βn(u1, u2, . . . , un) = βn(̊u1, u2, . . . , un) + φ(u1) βn(1, u2, . . . , un)

= βn(̊u1, u2, . . . , un) by (2.10)

= βn(̊u1, ů2, u3, . . . , un) + φ(u2) βn(̊u1, 1, u3, . . . , un)

= βn(̊u1, ů2, u3, . . . , un) + φ(u2) βn−1(̊u1, u3, . . . , un) by (2.12)

= βn(̊u1, ů2, u3, . . . , un) by induction hypothesis

...

= βn(̊u1, ů2, . . . , ůn).

□

In conclusion, in the tracial case we have the following extension of Voiculescu’s freeness
criterion [45, §14.4].

Proposition 3.6 (Characterization of freeness in terms of Boolean cumulants). Let (M, φ) be
a tracial non-commutative probability space and A,B ⊂ M two subalgebras. Then the following
are equivalent.

(i) A and B are free.
(ii) A and B satisfy property (CAC).
(iii) A and B satisfy property (∇).

Proof. Items (ii) and (iii) are equivalent by Proposition 3.4 even without traciality.
Item (ii) implies (iii) by Lemma 3.5 and it remains to prove the converse in the tracial case,

i.e., Property (CAC) implies freeness.
Recall that in [45] it is shown that in the tracial case for every n the original freeness condition

(F (n))
φ(a1b1 · · · anbn) = 0

whenever all elements ai, bi are centered can be strengthened to condition (F (n)′) allowing one
of a1 or bn to have nonzero expectation.

We will use this equivalence and proceed by induction and show that for every n condition
(F (k)′) for k < n together with (CAC) implies condition (F (n)). To this end we pick centered
elements a1, a2, . . . , an ∈ A and b1, b2, . . . , bn ∈ B and and show that φ(a1b1 · · · anbn) = 0.
The case n = 1 is obvious.
For the induction step, observe that we can rewrite recurrence (2.2) as follows

φ(a1b1 · · · anbn) =
n∑

k=1

β2k−1(a1, b1, . . . , ak)φ(bkak+1bk+1 · · · bn)
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+
n∑

k=1

β2k(a1, b1, . . . , bk)φ(ak+1bk+1 · · · bn).

All terms in the second sum vanish by property (CAC). In the first sum the term corresponding
to k = n vanishes because we assumed that φ(bn) = 0. In order to see that the remaining
terms corresponding to k < n vanish as well, first note that by traciality φ(bkak+1 . . . bn) =
φ(ak+1 . . . bnbk) which is an alterning product with at most 2(n− 1) factors. Now the element
bnbk needs not to be centered but as discussed above, the freeness conditions (F (n − 1)′) and
(F (n− 1)) are equivalent and thus the expectation vanishes. □

Remark 3.7. Note that traciality of the linear functional is essential for this characterization.
Property (CAC) (and hence Property (∇)) also holds for Boolean independent and more gen-
erally conditionally free random variables.

3.2. Mixed Boolean cumulants of free random variables. The following characterization
of freeness from [14] generalizes Property (CAC) and will provide an essential tool for later
considerations.

Proposition 3.8 ([14, Theorem 1.2], [18]). Subalgebras A1,A2, . . . ,As ⊆ M of a ncps (M, φ)
are free if and only if for any colouring c : {1, . . . , n} → {1, . . . , s} we have

βn(a1, a2, . . . , an) =
∑

π∈NC irr (n) with VNRP

βπ(a1, a2, . . . , an)

whenever ai ∈ Ac(i). Here a partition π ∈ NC irr(n) is said to have V NRP if π ≤ ker c and
every inner block covered nested by a block of different colour, i.e., c induces a proper coloring
on the nesting tree of π.

We will only use the preceding theorem in the special case of alternating arguments, which
was first explicitly stated in [38].

Proposition 3.9. Let {a1, a2, . . . , an} and {b1, b2, . . . , bn−1} be free, n ≥ 1. Then
(3.2)

β2n−1(a1, b1, . . . , an, bn−1, an)

=
n∑

k=2

∑
1=j1<j2<···<jk=n

βk(aj1 , aj2 , . . . , ajk)
k−1∏
ℓ=1

β2(jℓ+1−jℓ)−1(bjl , ajℓ+1, . . . , ajℓ+1−1, bjℓ+1−1).

Next we record another property which will be important in the following, namely as we
already know a Boolean cumulant which takes as arguments elements of two free algebras A
and B vanishes unless it starts and ends with elements from the same algebra. Suppose this is
the case, say the both the first and last argument come from A, then the Boolean cumulant
does not change under arbitrary splitting of thee arguments coming from the subalgebra B into
factors. This will allow us to write any Boolean cumulant in free variables as an alternating
cumulant.

Lemma 3.10. Suppose A,B ⊆ M are free and let a1, a2, . . . , an ∈ A and b1, b2, . . . , bn−1 ∈ B.
Assume further that for each j = 1, 2, . . . , n − 1 we have bi = c

(i)
1 · · · c(i)ji

with c
(i)
1 , . . . , c

(i)
ji

∈ B,
then we have

β2n−1(a1, b1, a2, . . . , bn−1, an) = βn+j1+...+jn−1(a1, c
(1)
1 , . . . , c

(1)
j1
, a2, . . . , c

(n−1)
1 , . . . , c

(n−1)
jn−1

, an).

Proof. This follows from the formula for Boolean cumulants with products as entries (2.7) and
property (CAC). More precisely, applying said formula to the Boolean cumulant

βn+j1+···+jn−1(a1, c
(1)
1 c

(1)
2 · · · c(1)j1

, a2, . . . , c
(n−1)
1 c

(n−1)
2 · · · c(n−1)

jn−1
, an)

recall that we have to sum over interval partitions π such that π ∨ σ = 1n+j1+···+jn−1 , where σ
is given by the product structure, hence we sum over π greater than {{1, 2}, {3} . . . , {j1}, {j1+
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1, j1 + 2}, . . . {n − 1, n}} or in other words are complementary to ρ̃ = (1, j1, 1, j2, . . . , jn−1, 1).
Observe that the block of π containing a1 cannot end in any cli, as in that case the corresponding
Boolean cumulant vanishes by property (CAC). On the other hand the block containing a1
cannot finish in any of the variables a1, a2, . . . , an−1 as this would violate the complementarity
property. Thus the block which contains a1 has to end in an and since we consider only interval
partitions, there is only one such partition π = 1n+j1+···+jn−1 . □

Remark 3.11. Lemma 3.10 allows to rewrite an arbitrary joint Boolean cumulant of free random
variables as an alternating cumulant, by grouping together terms from the algebra B above.
Indeed after regrouping the inner variables into free blocks, Corollary 2.8 allows us to fill the
gaps between elements of A with units to obtain

βk(a1, a2, . . . , al, al+1, . . . , an) = βk(a1, 1M, a2, . . . , al, 1M, al+1, . . . , an).
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4. Calculus for conditional expectations

In order to define several objects objects used in this and the next section we require addi-
tional structure on the ncps we work with.

Assumption 4.1. From this point we will assume that (M, φ) is a ncps, where M is an aug-
mented algebra (see Definition 2.11). Furthermore we assume A, B ⊆ M are freely independent
subalgebras which generate M as an algebra, that is, M = A ⨿ B. The latter is a moderate
restriction since it is a dense subalgebra by Proposition 2.18.

Remark 4.2.
(i) This assumption is necessary to make sure that the functionals introduced below are well

defined. Indeed in the augmented case the algebraic free product is canonically isomorphic
to a subspace of the tensor algebra (see Proposition 2.13) and thus families of multilinear
functionals can be identified with linear functionals on the latter.

(ii) The reader not familiar with these notions should think of the algebras as polynomial
algebras from Example 2.12 in the following. More precisely,

M = C⟨X1, X2, . . . , Xm, Y1, Y2, . . . , Yn⟩ A = C⟨X1, X2, . . . , Xm⟩ B = C⟨Y1, Y2, . . . , Yn⟩
and φ = µ is some formal distribution, i.e., a unital linear functional µ : M → C. The
augmentation is ϵ(P ) = P (0).

In fact it is sufficient to understand the bivariate case

M = C⟨X, Y ⟩ A = C⟨X⟩ B = C⟨Y ⟩
and the general case will be straightforward.

In the case of polynomial algebras w ∈ M̄ means that w has zero constant term and
in fact it is sufficient to consider monomials w = a1b2a2b2 · · · where ai and bi come from
the monomial basis, i.e., in the case of C⟨X, Y ⟩ this means that ai ∈ {Xk|k ≥ 1} and
bi ∈ {Y k|k ≥ 1}.

Notation 4.3. It follows from Proposition 2.13 that in the free product of augmented algebras
any monomial (i.e., simple tensor) W ∈ M̄ has a unique factorization into an alternating
product of elements from Ā and B̄ in one out of four types:

type A–A if w = a1b1a2 · · · bn−1an,

type A–B if w = a1b1a2 · · · anbn,
type B–A if w = b1a1b2 · · · bnan,
type B–B if w = b1a1b2 · · · an−1bn,

with a1, a2, . . . , an ∈ Ā and b1, b2, . . . , bn−1 ∈ B̄. We will call such monomials A–A monomials
etc. and we will refer to the factorization as the A–B block factorization.

Remark 4.4. At this point augmentation is essential. Otherwise allowing units in monomials
leads to inconsistencies like (1+ a)b = b+ ab belonging to the image of A⊗B and (B⊕A⊗B)
simultaneously. However the direct sum decomposition (2.13) is essential to consistently extend
the multilinear maps to be defined shortly (see Definition 4.10) to linear maps on the free
product.

We now take formula (2.6) as a formal definition of a conditional expectation.

Definition 4.5. Define a linear mapping EB : M → B via the following requirements:

(i) EB[1] = 1,
(ii) EB[bwb

′] = bEB[w]b
′ for any w ∈ M and any b, b′ ∈ B.

(iii) We define the conditional expectation of a monomial of type A–A w = a1b1a2 · · · bn−1an
with ai ∈ Ā and bi ∈ B̄ as

EB [a1b1a2 · · · bn−1an] = β2n−1 (a1, b1, a2, . . . , bn−1, an)+
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n−1∑
k=1

∑
1≤i1<i2<···<ik≤n−1

bi1bi2 · · · bik
k∏

j=0

β2(ij+1−ij)−1(aij+1, bij+1, aij+2, . . . , aij+1
),

(iv) We define the block cumulant functional βb : M → C by prescribing the values on mono-
mials

βb(1) = 1

βb(u1u2 · · ·un) = βn(u1, u2, . . . , un)

whenever u1u2 · · ·un is an alternating word with ui ∈ Ā ∪ B̄.

Remark 4.6.
(i) Note that property (CAC) implies β(u1u2 · · ·un) vanishes unless n is odd.
(ii) Augmentation is essential here to make sure that the definition of βb does not depend on

the choice of basis. Indeed if instead we choose orthonormal bases {1} ∪ (ak)k∈N ⊆ A and
{1} ∪ (bk)k∈N ⊆ B then it follows from Proposition 2.16 that the alternating words in ai
and bj together with 1 form an orthonormal basis of the reduced free product. However
β(u1, u2, . . . , un) = 0 for any such word and thus the corresponding notion of βb would
coincide with φ in this case.

As an immediate consequence of Proposition 2.13 and (2.5) we have the following.

Proposition 4.7. Consider the maps defined in Definition 4.5 with Assumption 4.1, φ not
necessarily faithful.

(i) The maps EB and βb are well defined.
(ii) The map EB defined above is a conditional expectation.

Note that the above conditional expectation is universal and allows for calculations on the
level of arbitrary algebras.

Proposition 4.8. Let (M, φ) be an arbitrary ncps with faithful state φ and A,B ⊆ M be free
subalgebras such that the conditional expectation EB exists (e.g., when B and M are von Neu-
mann algebras or M = A∗B). Pick elements a1, a2, . . . , am ∈ A and elements b1, b2, . . . , bn ∈ B.
Let

µ : C⟨X1, X2, . . . , Xm, Y1, Y2, . . . , Yn⟩ → C
be the joint distribution of the tuple (a1, a2, . . . , am, b1, b2, . . . , bn), i.e.,

µ(P (X1, X2, . . . , Yn)) = φ(P (a1, a2, . . . , am, b1, b2, . . . , bn))

and let Eµ
Y : C⟨X1, X2, . . . , Xm, Y1, Y2, . . . , Yn⟩ → C⟨Y1, Y2, . . . , Yn⟩ be the conditional expecta-

tion from Definition 4.5 onto the subalgebra C⟨Y1, Y2, . . . , Yn⟩. Then
EB[P (a1, a2, . . . , am, b1, b2, . . . , bn)] = (Eµ

Y [P ])(b1, b2, . . . , bn),

where (Eµ
Y [P ])(b1, b2, . . . , bn) is the polynomial Eµ

Y [P ] ∈ C⟨Y1, Y2, . . . , Yn⟩ evaluated in b1, b2, . . . , bn.

Proof. This is an immediate consequence of the definition of µ and Corollary 2.4. □

It is no surprise that this formal conditional expectation satisfies the recurrence (2.4).

Proposition 4.9. For any A–A monomial w the mapping EB satisfies the following recurrence

EB[a1b1a2 · · · bn−1an] = β2n−1 (a1, b1, a2, . . . , bn−1, an)

+
n−1∑
k=1

β2k−1(a1, b1, a2, . . . , ak) bkEB[ak+1bk+1ak+2 · · · an]

(4.1)

= βb (a1b1a2 · · · bn−1an)

+
n−1∑
k=1

βb(a1b1a2 · · · ak) bkEB[ak+1bk+1ak+2 · · · an].

(4.2)
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Proof. Observe that in Definition 4.5 (iii) on the right hand side of the equation we sum over
all possible choices of subsets of {b1, b2, . . . , bn−1} and for variables between the chosen bi’s we
apply Boolean cumulant, where we split bi’s from ai’s. In order to obtain the recurrence above
we reorganize the sum appearing in the definition of EB according to the value of i1, i.e., we
have

n−1∑
k=1

∑
1≤i1<···<ik≤n−1

bi1bi2 · · · bik
k∏

j=0

β2(ij+1−ij)−1(aij+1, bij+1, aij+2, . . . , aij+1
)

=
n−1∑
i1=1

β2ik−1(a1, b1, a2, . . . , ai1)bi1

n−2∑
k=0

∑
i1<i2<···<ik≤n−1

bi2bi3 · · · bik

×
k∏

j=1

β2(ij+1−ij)−1(aij+1, bij+1, aij+2, . . . , aij+1
).

To conclude the proof observe that each fixed value of i1 the inner summation over i2, . . . , in−1

reproduces exactly the definition of EB[ai1+1bi1+1ai1+2 · · · an]. □

Proposition 4.9 offers a nice recursive formula for calculations of conditional expectations
in free variables, however a drawback is that it works only on monomials starting and ending
elements of algebra A. In order to make this formula useful for general calculations we need to
have a recurrence which works on any given polynomial. To this end we split the functional βb

somewhat analogously to the partial block derivatives
⇀
∆ =

⇀
∆A+

⇀
∆B. The latter turns out to

be the right tool to capture the structure of the recurrence from Proposition 4.9.

Definition 4.10. Under Assumption 4.1 we define the block cumulant functional βb
A : A⨿B →

C by prescribing its values on monomials as follows:

βb
A(1) = 1

βb
A(a1b1a2 · · · bn−1an) = β2n+1(a1, b1, a2, . . . , bn−1, an)

for any A–A monomial w with A–B factorization w = a1b1a2 · · · bn−1an and ai ∈ Ā and bi ∈ B̄.
For monomials w which are not of type A–A we set βb

A(w) = 0.
We define the analogous functional βb

B, which produces the value of Boolean cumulants of
“blocked” variables from Ā and B̄, which vanishes unless a words starts and ends with elements
from B̄.

Remark 4.11. Note that because of Property (CAC) we have

βb − ϵ = βb
A − ϵ+ βb

B − ϵ.

With the help of these functionals and the block derivatives from Example 2.27 we can now
extend recurrence (4.2) for EB to arbitrary monomials and to compress it into an intuitive
formula, which is the main result of this section.

Theorem 4.12. Suppose M = A⨿ B and Assumption 4.1, then for any w ∈ M

(4.3)

EB[w] = βb
A(w) + (βb

A ⊗ EB)[
⇀
∆B(w)]

= βb
A(w) + (βb

A ⊗ EB)[
⇀
∇B(w)]

= βb
A(w) + (EB ⊗ βb

A)[
↼
∆B(w)].

Proof. Consider the first identity. By linearity it is enough to consider monomials. For a
monomial of type A–A the statement is equivalent to Proposition 4.9.

If w is a monomial of type B–B or B–A then by the definition of βb
A only one term contributes

on the RHS and we obtain the trivial identity

EB[w] = (βb
A ⊗ EB)[1⊗ w].
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If w is a monomial of type A–B then it can be written as w = w′b, where w′ is of type A–A
and b ∈ B̄ and the right hand side is

βb
A(w

′b) + (βb
A ⊗ EB)[

⇀
∆B(w

′)(1⊗ b) + w′ ⊗ b] = 0 +
(
(βb

A ⊗ EB)[
⇀
∆B w

′] + βb
A(w

′)
)
b

= EB[w
′]b,

where we observed that the term inside the parenthesis contains the recurrence (4.1) for the
conditional expectation of the word w′ which is of type A–A.
For the second identity recall that

⇀
∇B =

⇀
∆B −

↼
∆B. and observe the additional terms produced

by
↼
∆B are tensors whose left legs are monomials of type ∗–B which are annihilated by βb

A.
The last identity is proved using the mirrored version (2.3) of the Boolean recurrence. □

Remark 4.13.
(i) It is straightforward to extend the functional βb and the recurrence (4.3) to formal power

series (provided that the resulting series converge) and in particular compute conditional
expectations of resolvents of the form (1− zw)−1 with w ∈ M.

(ii) In the setting of Remark 4.2 (ii), i.e., A = C⟨X ⟩ for some alphabet X = {X1, X2, . . . , Xm}
and B = C⟨Y⟩ for some alphabet Y = {Y1, Y2, . . . , Yn} we can also use the partial divided
power derivations from Example 2.23

⇀
δY(P ) =

n∑
i=1

(1⊗ Yi)∂Yi
(P ),

↼
δY(P ) =

n∑
i=1

(Yi ⊗ 1)∂Yi
(P ),

where ∂Y is the free different quotient from Example 2.22 and we can write

Eµ
Y [P ] = βb

X (P ) + (βb
X ⊗ Eµ

Y)[
⇀
δY(P )].(4.4)

Again the additional terms are annihilated by βb
X .

(iii) The map
⇀
∆B produces the least number of terms and therefore is convenient for explicit

calculations. On the other hand,
⇀
∇B (and

⇀
δY in the case of polynomial algebras) are

derivations, which is a great advantage in connection with non–commutative formal power
series, in particular resolvents and other rational functions. Indeed, for simplicity let us
consider the resolvent Ψ = (1−zP (X, Y ))−1 of a bivariate polynomial P (X, Y ) ∈ C⟨X, Y ⟩.
From identity (2.16) we infer that

⇀
∇XΨ = z(Ψ⊗ 1)

⇀
∇XP (X, Y )(1⊗Ψ)

and a similar formula is true for
⇀
δXΨ. It does not hold for

⇀
∆X , which does not obey the

Leibniz rule, yet in the case of recurrence (4.3) we can pretend that it does and we have

EX [Ψ] = βb
Y (Ψ) + z(βb

Y ⊗ EX)[(Ψ⊗ 1)(
⇀
δXw)(1⊗Ψ]

= βb
Y (Ψ) + z(βb

Y ⊗ EX)[(Ψ⊗ 1)(
⇀
∇Xw)(1⊗Ψ]

= βb
Y (Ψ) + z(βb

Y ⊗ EX)[(Ψ⊗ 1)(
⇀
∆X w)(1⊗Ψ]

because the extra terms arising in
⇀
δXw and

⇀
∇Xw are annihilated by βb

Y .

Corollary 4.14. For any w ∈ M
(βb

A ⊗ EB)[
⇀
∆Aw] = (βb

A ⊗ EB)[
↼
∆Aw].

Proof. Observe that from (4.3) we obtain the identity

(βb
A ⊗ EB)[

⇀
∇w] = EB[w]− βb

A(w)

= (βb
A ⊗ EB)[

⇀
∇Bw];
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on the other hand,
⇀
∇ =

⇀
∇A +

⇀
∇B and it follows that

(βb
A ⊗ EB)[

⇀
∇Aw] = 0

which is equivalent to the claimed identity. □

We illustrate this machinery with the problem of additive free convolution, done in two ways.

Example 4.15. Consider Ψ = (1 − z(X + Y ))−1 =
∑∞

n=0

(
z(X + Y )

)n
then

⇀
δXΨ = zΨ ⊗ XΨ

and the conditional expectation is

EX [Ψ] = βb
Y (Ψ) + zβb

Y ⊗ EX [Ψ⊗XΨ] = βb
Y (Ψ)(1 + zXEX [Ψ]).

Thus

(4.5) EX [Ψ] = βb
Y (Ψ)

Ä
1− zβb

Y (Ψ)X
ä−1

=
Ä
1/βb

Y (Ψ)− zX
ä−1

.

The evaluation of βb
Y (Ψ) will be discussed in Example 5.9.

In order to obtain the usual formulation of free additive subordination one has to consider
the resolvent R = (z − (X + Y ))−1 instead of Ψ.

Example 4.16. Let R = R(z) = (z −X − Y )−1, then
⇀
δXR = R ⊗XR and the solution of the

recurrence for the conditional expectation

EX [R] = βb
Y (R) + βb

Y (R)XEX [R]

is immediately obtained as
EX [R] = (βb

Y (R)
−1 −X)−1.

Now βb
Y (R) is an analytic function of z (via R = R(z)) and its reciprocal ω(z) = 1/βb

Y (R) is
the subordination function from (1.2). For its further evaluation see Example 5.8.

In fact the recurrence (4.3) allows for finding a system of equations for the conditional
expectation of resolvents of arbitrary polynomials.

Proposition 4.17. Let P ∈ C⟨X, Y ⟩ and suppose
⇀
δXP =

∑m
i=1 ui⊗Xvi, i.e., ∂XP =

∑m
i=1 ui⊗

vi, and let Ψ = (1− zP )−1. Then we have

EX [Ψ] = βb
Y (Ψ) + z

m∑
i=1

βb
Y (Ψui)X EX [viΨ](4.6)

where the conditional expectations on the right hand side satisfy the linear system of equations

(4.7)


EX [v1Ψ]
EX [v2Ψ]

...
EX [vmΨ]

 =


βb
Y [v1Ψ]
βb
Y [v2Ψ]
...

βb
Y [vmΨ]

+HX


EX [v1Ψ]
EX [v2Ψ]

...
EX [vmΨ]


where Hij = βb

Y (viΨuj)z + βb
Y (uij).

Remark 4.18. (1) Let us label each appearance ofX in P (X, Y ) by consecutive labelsX1, X2, . . .
and similarly for Y we label them as Y1, Y2, . . .. For example for XY + Y X we write
X1Y1+X2Y2. Then one can see that the entry Hij is exactly the functional βb

Y evaluated in
all possible subwords of Ψ which occur between Xi and Xj. More precisely if we consider
(1− zP )−1 then if Xi and Xj are in different monomials of P then these monomials are of
the form uiXivi and ujXjvj and all subwords of (1− zP )−1 which are between Xi and Xj

are exactly of the form vi(1 − zP )−1uj if Xi and Xj are in the same monomial then this
monomial is of the form uiXiuijXjvj. Thus in this case we get the additional term uij to
which we apply βb

Y .
Observe this very matrix HY (with slightly different powers of z) appeared in [14, The-

orem 6.1] in the computation of the anti–commutator. However there the goal was to
determine the distribution, not the conditional expectation.
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(2) At this point it is not clear how to determine the matrix H above. For this it is necessary
to evaluate the functional βb and this will be done in Section 5.

(3) Equation (4.7) is linear and can immediately be turned into a linearization (in the sense of
[16]) of the rational function EX [viΨ]. We will develop this systematically in Section 6.

Proof of Proposition 4.17. For the recurrence (4.3) we can use either
⇀
∆X or

⇀
δX . The latter has

the advantage of being a derivation. In any case

EX [Ψ] = βb
Y (Ψ) + z(βb

Y ⊗ EX [(Ψ⊗ 1)(
⇀
δXT )(1⊗Ψ)](4.8)

= βb
Y (Ψ) + z(βb

Y ⊗ EX [(Ψ⊗ 1)(
⇀
∆X T )(1⊗Ψ)](4.9)

because the extra terms in (4.8) are annihilated by βb
Y .

Write

⇀
δXT =

m∑
i=1

ui ⊗Xvi

i.e., ∂XT =
∑m

i=1 ui ⊗ vi. Then recurrence (4.3) reads

EX [Ψ] = βb
Y (Ψ) + z

m∑
i=1

βb
Y (Ψui)X EX [viΨ]

and we can finally establish a system of equations for the conditional expectations appearing
on the RHS of (4.6). Again we employ (4.3) and get

EX [viΨ] = βb
Y (viΨ) +

∑
j

βb
Y (uij)X EX [vjΨ] + z

m∑
i=1

βb
Y (viΨuj)X EX [vjΨ].

Define a matrix H as
Hij = βb

Y (viΨuj)z + βb
Y (uij).

It is straightforward to see that identity (4.7) holds with HY defined as above. □



FREE INTEGRAL CALCULUS 27

5. Calculus for the block cumulant functional βb

The recurrence from Theorem 4.12 opens a door to the study of conditional expectations and
in the case of resolvents the resulting linear system can be solved explicitly to obtain explicit
formulas in terms of the functional βb. Its evaluation is the subject of the present section.
However at the time of this writing we lack sufficient understanding of Boolean cumulants
required to handle this problem in the general setting of Assumption 4.1. Therefore in the
remainder of this paper we will mostly work in the formal setting of polynomial algebras
from Remark 4.2, which allows the reduction to univariate Boolean cumulants which are well
understood.

Assumption 5.1. We will work in a formal ncps, i.e., the free associative algebra C⟨X ⟩ over
some alphabet X and some distribution µ : C⟨X ⟩ → C. As usual the augmentation map
ϵ : C⟨X ⟩ → C is the constant coefficient map ϵ(P ) = P (0).

More specifically, we will work in one of the following settings:

(i) M = C⟨X ∪Y⟩ where X = {X1, X2, . . . , Xm} and Y = {Y1, Y2, . . . , Yn} are free from each
other with respect to µ and so are A = C⟨X ⟩ and B = C⟨Y⟩. In this case we will denote

the corresponding conditional expectations, derivations, and functionals by EX ,
⇀
∆X ,

⇀
δX ,

βb
X etc.

(ii) M =
(
C⟨X1, X2, . . . , Xn⟩, µ

)
and

A = C⟨Xi | i ∈ I⟩ B = C⟨Xj | j ∈ J⟩.
where I∪̇J = [n] is a partition and we assume in addition that all variables X1, X2, . . . , Xn

are free from each other with respect to the functional µ. In this case we will denote the
corresponding conditional expectations, derivations, and functionals by In this case we
will denote conditional expectations by EI ,

⇀
∆I , β

b
I etc.

The typical case is

A = C⟨X1, X2, . . . , Xk⟩ B = C⟨Xk+1, Xk+2, . . . , Xn⟩.

The following functionals provide the key to evaluate the functionals βb. They operate by
fully splitting monomials into their factors.

Definition 5.2. On the formal ncps (C⟨X ⟩, µ) we define the fully factored Boolean cumulant
βδ by prescribing their values on monomials

βδ(1) = 1,

βδ(Xi1Xi2 · · ·Xik) = βk(Xi1 , Xi2 , . . . , Xik).

We can decompose the functional βδ along free subsets of variables similar to the functional βb:
For a subset Y ⊆ X of the variables we define linear functionals βδ

Y on monomials as follows:

βδ
Y(1) = 1,

βδ
Y(Xi1Xi2 · · ·Xik) =

{
βk(Xi1 , Xi2 , . . . , Xik) if Xi1 , Xik ∈ Y
0 otherwise

Then βδ = βδ
X and if a set of variables Y is the disjoint union of mutually free (with respect to

µ) subsets Yj then thanks to property (CAC) we have

βδ
Y = ϵ+

∑
(βδ

Yj
− ϵ).

Next we state Lemma 3.10 in terms of the functional βδ, which will turn out to be useful in
the proof of the next theorem.

Lemma 5.3. Assume the setting from Assumption 5.1 (i), i.e., M = C⟨X ∪Y⟩ with X and Y
mutually free. Then for any letters Xij ∈ X and any elements Vj ∈ C⟨Y⟩ we have

βδ
X (Xi0V1Xi1V2 · · ·VkXik) = β2k+1(Xi0 , V1, Xi1 , V2, . . . , Vk, Xik).
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We emphasize that it is not required that Vj have vanishing constant term.

For the next theorem we enhance our toolbox with yet another derivation, which implements
a kind of elementary unshuffle coproduct.

Definition 5.4. For a subset of variables Y = {Y1, Y2, . . . , Yk} ⊆ X define the first order
unshuffle operator

L∗
Y ⊙ ∂Y =

∑
LYj

⊗ ∂Yj
: C⟨X ⟩ → C⟨Y⟩ ⊗ C⟨X ⟩ ⊗ C⟨X ⟩

W 7→
∑

Yj ⊗ ∂Yj
W

Its iterations are defined on the left leg

(L∗
Y ⊙ ∂Y)

2W =
∑
i,j

YiYj ⊗ (∂Yi
⊗ id)∂Yj

W

(L∗
Y ⊙ ∂Y)

pW =
∑

i1,i2,...,ip

Yi1Yi2 · · ·Yip ⊗ (∂Yi1
⊗ id⊗p−1)(∂Yi2

⊗ id⊗p−2) · · · ∂Yip
W

In the theorem below we summarize the relations between the functionals βb and βδ which
will allow to evaluate these functionals on some non–commutative power series.

Theorem 5.5. Assume the setting from Assumption 5.1 (i), i.e., M = C⟨X ∪ Y⟩ with X and
Y mutually free.

(i) For any element P ∈ C⟨X ∪ Y⟩ we have

(5.1)
βb
X (P ) = ϵ(P ) + (βδ

X ⊗ βb
X )(

↼
δXP )

= ϵ(P ) + (βb
X ⊗ βδ

X )(
⇀
δXP ).

(ii) For any element P ∈ C⟨X ∪ Y⟩ we have
(5.2)

βδ
X (P ) = ϵ(P ) +

∞∑
k=1

βδ ⊗
ï
ϵ⊗
Ä
βb
Y

ä⊗(k−1)
⊗ ϵ

ò Ä
(L∗

X ⊙ ∂X )
k(P )
ä

= ϵ(P ) +
∞∑
k=1

∑
i1,i2,...,ik

βk(Xi1 , Xi2 , . . . , Xik)

ï
ϵ⊗
Ä
βb
Y

ä⊗(k−1)
⊗ ϵ

ò Ä
∂Xi1

∂Xi2
· · · ∂Xik

P
ä

In particular, when X = {X} consists of a single variable, then

(5.3) βδ
X(P ) = ϵ(P ) +

∞∑
k=1

βk(X)

ï
ϵ⊗
Ä
βb
Y

ä⊗(k−1)
⊗ ϵ

ò Ä
∂kXP
ä

Remark 5.6. (1) It is straightforward to extend by linearity the functionals βb
X and βδ

X and
Theorem 5.5 to formal power series. One the one hand, for elements of the algebra C⟨⟨X ⟩⟩
of formal power series in non–commuting variables X = {X1, X2, . . . , Xn}, provided the
resulting series converges; on the other hand, to the algebra C⟨X ⟩((z)) of formal power
series with non–commuting coefficients.

(2) Formula (5.2) can also be stated in terms of the half-shuffle coproduct ∆≺ of [13], but this
will be dealt with elsewhere.

Proof of Theorem 5.5. (i) Essentially formula (5.1) is a reformulation of Corollary 2.7 in terms
of the functionals and derivations which we introduced above, after observing that the
extra terms vanish as a consequence of Property (CAC).

We will only prove the first of the two identities (5.1) as the proof of second equation is
essentially the same. By linearity it suffices to consider monomials w ∈ C⟨X ∪ Y⟩ and in
fact only words w of type X–X , any word of different type being annihilated on both sides
of the equation by definition of βb

X . So suppose w = u1v1u2 · · · vkuk+1 is a free factorization
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into words ui ∈ X+ and vi ∈ Y+, then βb
X (w) = β2k+1(u1, v1, u2, . . . , vk, uk+1). On the

other hand

(5.4)
↼
δXw =

k+1∑
i=1

u1v1u2 · · · vi−1 ·
↼
δX (ui) · viui+1 · · ·um+1.

This produces the same splittings of the factors from X in the X–Y factorization as in
(2.9), except for two kinds configurations:
(1) Formula (2.9) contains splittings of factors of w coming from both X+ and Y+. The

latter are absent from (5.4) because whenever a factor vi = v′iv
′′
i is split, at least

one of the factors of the arising term βδ
X (u1v1u2 · · · v′i)βb

X (v
′′
i ui+1 · · ·um+1) vanishes by

definition of βδ
X and βb

X .

(2) In the derivative
↼
δXw there are extra terms of type u1v1u2 · · ·uk⊗vkuk+1vk+1 · · ·um+1

which do not appear in Corollary 2.9, but the application of βδ
X ⊗βb

X creates the factor
βb
X (vk · · ·um+1) = 0.

(ii) For the proof of (5.2) first observe that both sides of this equation are 1 for the empty word
and that both sides are zero unless w is of type X–X . Thus fix a monomial w ∈ (X ∪Y)+

of the latter type. We write it as w = Xi1v1Xi1v2 · · · vkXik+1
with vj ∈ Y∗, i.e., we allow

some vj = 1. However the latter will be considered later and we assume first that vj ̸= 1
for i = 1, 2, . . . , k. Comparing (5.2) with formula (3.2) observe that according to (3.2)
we have a sum over all choices of variables from X , with the restriction that both Xi1

and Xik+1
are always selected. In formula (5.2), all choices of p X’s are given by the

p-th derivative, the variables annihilated by the free derivative are put to the outer block,

moreover application of ϵ⊗
(
βb
Y
)⊗(k−1) ⊗ ϵ evaluates to zero unless both Xi1 and Xik are

annihilated by the derivative. Further from (5.2) we get a product of cumulants of type
βr(vp, Xip+1 , . . . , Xiq , vq), which are extracted between the two X’s moved to the outer
block and this is exactly equal to βb

Y(vpXip+1 · · ·Xiqvq).
It remains to consider the case where some vq = 1. Assume that it comes from a pocket

determined by Xip and Xir which are both chosen to the outer block, i.e., p ≤ q < r. The
existence of such p and q is guaranteed as we always choose the first and the last X to
the outer block. We will consider the contribution of this pocket in both formulas (3.2)
and (5.2). There are three possible cases depending on how vi is placed between j-th and
k-th X1:

• p = q and r = p + 1 then the pocket created by these two elements contains only vq
and formula (3.2) gives β1(vq) = 1 while from (5.2) we get βb

Y(1) = 1.
• p = q and r > p + 1, then the pocket contains vpXip+1 · · · vr−1 and (3.2) gives pre-
cisely β2(k−i)−1(vp, Xip+1 , vp+1, Xip+2 , . . . , vr−1) = 0 because the first argument is 1
and (2.10) applies. On the other hand (5.2) we get βb

Y(vpXip+1vp+1Xip+1 · · · vr−1) =
βb
Y(Xip+1vp+1Xip+1 · · · vr−1) = 0 by definition of the functional βb

Y . The case p < q =
r − 1 is treated similarly.

• Having eliminated all such units, it remains to consider the case p < q < r − 1. By
(3.2) the contribution of the pocket containing vq equals

β2(k−i)−1(vp, Xip+1 , vp+1, Xip+2 , . . . , Xiq , 1, Xiq+1 , . . . , Xir−1 , vr−1)

= β2(k−i)−1(vp, Xip+1 , vp+1, Xip+2 , . . . , Xiq , Xiq+1 , . . . , Xir−1 , vr−1)

= β2(k−i)−1(vp, Xip+1 , vp+1, Xip+2 , . . . , XiqXiq+1 , . . . , Xir−1 , vr−1)

because of (2.12) and Lemma 3.10.
Assuming that vp, vp+1, . . . , vr−1 ̸= 1, then βb

Y(vpXip+1vp+1 · · ·XiqvqXiq+1 · · ·Xir−1vr−1)
evaluates to the same value. If there are vl = 1 for p < l < r− 1 and l ̸= q we repeat
the same argument. Observe that with the previous steps we have already made sure
that vp, vr−1 ̸= 1.

□
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Let us illustrate this with some examples.

Example 5.7. A direct calculation using VNRP shows that

βδ
X(XYX) = β3(X, Y,X) = β2(X)β1(Y ).

Let us calculate the derivatives of ∂X(XYX) = 1⊗Y X+XY ⊗1 of course both corresponding
terms vanish after application of βb

Y and thus n = 1 does not contribute (it never will, effectively
the sum starts from n=2). The second derivative gives D2(XYX) = 1⊗Y ⊗ 1, and hence from
the formula in the theorem we also get

βδ
X(XYX) = β3(X, Y,X) = β2(X)β1(Y ).

Example 5.8 (The additive subordination function). In Example 4.16 we concluded that the

additive subordination function for R = (z −X − Y )−1 is 1/βb
Y (R). Now

↼
δYR = RY ⊗ R and

the recurrence (5.1) yields

βb
Y (R) = ϵ(R) + (βδ

Y ⊗ βb
Y )(

↼
δYR)

=
1

z
+ βδ

Y (RY )βb
Y (R)

and thus the subordination function is

ω(z) = 1/βb
Y (R) = z − zβδ

Y (RY )

cf. [23, Corollary 3.7].

Example 5.9. In anticipation of matrix valued formulas arising in Section 6 we continue Exam-
ple 4.15 and consider the simple example where n = 2 and the power series Ψ = (1 − z(X +
Y ))−1 =

∑∞
n=0

(
z(X + Y )

)n ∈ C⟨X, Y ⟩((z)). Since we work only with two variables we will
write βb

X , β
δ
X etc. which should not lead to any confusion.

Clearly we have
⇀
δX(Ψ) = 1 + zΨ⊗XΨ,

⇀
δY (Ψ) = 1 + zΨ⊗ YΨ.

Thus from (5.1) we obtain

βb
X(Ψ) = 1 + zβb

X(Ψ)βδ
X(XΨ), βb

Y (Ψ) = 1 + zβb
Y (Ψ)βδ

Y (YΨ).

Hence we obtain

βb
X(Ψ) =

Ä
1− zβδ

X(XΨ)
ä−1

, βb
Y (Ψ) =

Ä
1− zβδ

Y (YΨ)
ä−1

.

Comparing with (4.5) we conclude that

EX [Ψ] = (1− zβδ
Y (YΨ)− zX)−1.

Moreover observe that

∂nX(XΨ) = zn−11⊗Ψ⊗n + znXΨ⊗Ψ⊗n, ∂nY (YΨ) = zn−11⊗Ψ⊗n + znYΨ⊗Ψ⊗n.

Thus equation (5.3) gives

βδ
X(XΨ) =

∞∑
n=1

βn(X)βb
Y (Ψ)n−1zn−1 = η̃X(zβ

b
Y (Ψ)),

βδ
Y (YΨ) =

∞∑
n=1

βn(Y )βb
X(Ψ)n−1zn−1 = η̃Y (zβ

b
X(Ψ)).

Finally we obtain the following system of equations

βδ
X(XΨ) = η̃X

Å
z
Ä
1− zβδ

Y (YΨ)
ä−1
ã
, βδ

Y (YΨ) = η̃Y

Å
z
Ä
1− zβδ

X(XΨ)
ä−1
ã
.

We shall see below that this system of equations has unique power series solutions βδ
X(XΨ) and

βδ
Y (YΨ) analytic at 0 and in fact yields the fixed point equation for subordination function for

free additive convolution. Thus this system determines the function needed in Example 4.15.
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6. Linearization and conditional expectations

The procedure presented in Proposition 4.17 can be systematized using linearizations of resol-
vents from the very beginning. For the reader not familiar with rational series and linearizations
the basic facts are collected in Appendix B. Here we will adapt and amplify all previously de-
fined operations to the level of matrices and then lift Example 5.9 to the matrix-valued setting.

6.1. Amplifications of expectations and cumulants. Most concepts considered in the
present paper can be generalized to the operator valued case. Rather than do this in the general
case we restrict the discussion to amplifications to tensor products. In fact the matrix valued
case would suffice for later applications to linearizations, however the proofs are conceptually
simpler in the language of tensor products.

Notation 6.1. Let (A, φ) be an ncps and C a unital algebra. We shall consider C ⊗ A as a
C-bimodule with action c1 · (c⊗ a) · c2 = c1cc2 ⊗ a.
In the case where C = MN(C) is a matrix algebra we will denote the elements by

∑
Ciui

where for a matrix C ∈ MN(C) and u ∈ A we denote by Cu = uC ∈ MN(A) the matrix with
entries

(Cu)ij = ciju.

The following lemma is easily verified on elementary tensors.

Lemma 6.2. Let (A, φ) be a ncps and C a unital algebra. and denote by φC = idC ⊗φ : C⊗A →
C the amplification of φ.

(i) φC is a C-bimodule map:
φC(c1 · u · c2) = c1φC(u)c2

for all c1, c2 ∈ C and u ∈ C ⊗ A.
(ii) Let B ⊆ A be a subalgebra and EB : A → B be a conditional expectation for φ. Then its

amplification idC ⊗EB : C ⊗ A → C ⊗ B is a C ⊗ B-bimodule map and moreover it is a
conditional expectation for the amplification φC in the sense that

φC((idC ⊗EB)[u]v) = φC(uv)

for any u ∈ C ⊗ A and any v ∈ C ⊗ B.
(iii) The C-valued Boolean cumulants defined by the amplification of the recurrence (2.2)

φC(u1u2 · · ·un) =
n∑

k=1

βC
k (u1, u2, . . . , uk)φC(uk+1uk+2 · · ·un)

are given by

βC
n(c1 ⊗ a1, c2 ⊗ a2, . . . , cn ⊗ an) = c1c2 · · · cn βn(a1, a2, . . . , an).

In the case where C = MN(C) is a matrix algebra we can apply the usual identification of
Mn(C)⊗A with MN(A) and reformulate the lemma in terms of matrix operations as follows.

Corollary 6.3. Let (A, φ) be a ncps.

(i) The amplification φ(N) : MN(A) → MN(C) to the matrix algebra is the entry-wise appli-
cation φ(N)([aij]) = [φ(aij)]. These maps form a family of matrix bimodule maps:

φ(k)(U · A · V ) = Uφ(N)(A)V

holds for any matrix A ∈ MN(A) and any scalar matrices U ∈ Mk×N(C) and V ∈
MN×k(C), k ∈ N.

(ii) Let B ⊆ A be a subalgebra and EB : A → B be a conditional expectation for φ. Then the

entry-wise application maps E(N)
B

î
[aij]ij

ó
=
î
EB[aij]

ó
ij
form a family of MN(B)-bimodule

maps:

(6.1) E(k)
B [U · A · V ] = U · E(N)

B [A] · V
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holds for any matrix A ∈ MN(A) and any scalar matrices U ∈ Mk×N(C) and V ∈
MN×k(C). Moreover it is a conditional expectation for the map φ(N) in the sense that

φ(N)(E(N)
B (A)B) = φ(N)(AB) for any A ∈MN(A) and any B ∈MN(B).

(iii) The entries of the MN(C)-valued Boolean cumulants defined by the amplification of the
recurrence (2.2)

φ(N)(A1A2 · · ·An) =
n∑

k=1

β
(N)
k (A1, A2, . . . , Ak)φ

(N)(Ak+1Ak+2 · · ·An)

are given by

β(N)
n (A1, A2, . . . , An)ij =

∑
i1,i2,...,in−1

βn(a
(1)
ii1
, a

(2)
i1i2
, . . . , a

(n)
in−1j

).

Notation 6.4. The corresponding matrix valued versions of the functionals βb and βδ are
defined analogously as

βb(N)

A (A)ij = βb
A(aij) βδ(N)

A (A)ij = βδ
A(aij),

whenever these are defined (Assumption 4.1, resp. Assumption 5.1).

6.2. Amplifications of derivations.

Lemma 6.5. Let A and C be algebras, D : A → M be a derivation into an A-bimodule M.
Then D(C) = idC ⊗D : C ⊗ A → C ⊗M is a derivation, where C ⊗M is an C ⊗ A-module with
action

(c1 ⊗ a1) · (c⊗m) · (c2 ⊗ a2) = c1cc2 ⊗ (a1 ·m · a2)

Proof. It suffices to verify the Leibniz rule (2.15) for D(C) on elementary tensors:

D(C)
Ä
(c1 ⊗ a1)(c2 ⊗ a2)

ä
= c1c2 ⊗D(a1a2)

= c1c2 ⊗ (D(a1) · a2) + c1c2 ⊗ (a1 ·D(a2))

= D(C)(c1 ⊗ a1) · (c2 ⊗ a2) + (c1 ⊗ a1) ·D(C)(c2 ⊗ a2)

□

This is true in particular for C =MN(C) (cf. [27, Section 3]).

Corollary 6.6. Let M be an A-bimodule and D : A → M be a derivation. Then MN(M) is
an MN(A)-bimodule with action

[a′ij]ij · [mij]ij · [a′′ij]ij =
[∑

k,l

a′ik ·mkl · a′′lj
]
ij

and the matrix amplification D(N) :MN(A) →MN(M), i.e., entry-wise application

D(N)([aij]) = [D(aij)]

satisfies the Leibniz rule (2.15).

Example 6.7. Let D : A → M be a derivation where M = A⊗A is the bimodule with action

a′ · (a1 ⊗ a2) · a′′ = a′a1 ⊗ a2a
′′ = (a′ ⊗ 1)(a1 ⊗ a2)(1⊗ a′′).

Then using Notation 2.9 the Leibniz rule for the product of two matrices A1, A2 ∈ MN(A)
reads

D(N)(A1A2) = D(N)(A1)(1A ⊙ A2) + (A1 ⊙ 1A)D
(N)(A2) ∈MN(A⊗A),

i.e.,

D(N)(A1A2)ij =
∑
k

D(a
(1)
ik )(1A ⊗ a

(2)
kj ) + (a

(1)
ik ⊗ 1A)D(a2kj).
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In particular, for a resolvent Ψ = (IN − zA)−1 the derivation results in

D(N)Ψ = z(Ψ⊙ 1)D(N)(A)(1⊙Ψ)

and in the case of an elementary tensor A = C ⊗ a with D(a) =
∑
ui ⊗ vi,

D(N)Ψ = z
∑

ΨuiC ⊙ viΨ.

6.3. Computing conditional expectations via linearizations. In the following we will

omit the superscripts from E(N)
B etc. and write EB etc. whenever the context is unambigu-

ous. Now the bimodule property (6.1) allows us to rewrite the conditional expectation of a
linearization

(1− zmP )−1 = ut(I − zL)−1v

as

(6.2) EB
î
(1− zmP )−1

ó
= utEB

î
(I − zL)−1

ó
v

and the problem is reduced to the computation of conditional expectations of matrix pencils.
We shall see that this accomplished by repeating the computation from Example 1.6 with
matrix coefficients.

It is immediate to verify the amplification of the recurrence (4.3), namely

(idC ⊗EB)[c⊗ P ] = (idC ⊗βb
A)(P ) + (idC ⊗βb

A ⊗ EB)[idC ⊗
⇀
∆B(P )]

etc. The matrix analog of Theorem 4.12 in terms of the amplifications of EB, β
b
A,

⇀
∆B and

⇀
∇B

from Lemmas 6.2 and 6.5 reads as follows.

Proposition 6.8. Let M ∈MN(M) and A,B ⊆ M as in Assumption 4.1. Then

E(N)
B [M ] = βb(N)

A (M) + (βb
A ⊗ EB)

(N)[
⇀
∆

(N)

B (M)]

= βb(N)

A (M) + (βb
A ⊗ EB)

(N)[
⇀
∇(N)
B (M)]

= βb(N)

A (M) + (EB ⊗ βb
A)

(N)[
↼
∆

(N)

B (M)]

In particular, for a linear matrix pencil L =
∑
C ′

iai +C ′′
j bj ∈MN(M) the conditional expecta-

tion of the resolvent Ψ =
Ä
IN − z(

∑
C ′

iai +
∑
C ′′

j bj)
ä−1

is

(6.3) E(N)
B [Ψ] =

Ä
IN − zHA

∑
C ′′

j bj
ä−1

HA,

where HA = βb(N)

A (Ψ) ∈MN(C).

Formula (6.3) is a matrix valued version of Example 4.15 and the proof runs along the same
lines.

Next we switch to Assumption 5.1 and lift (4.4) and Theorem 5.5 to the matrix level.

Proposition 6.9. Let M = MN(C⟨X ∪ Y⟩) and X ,Y free with respect to µ : M → C as in
Assumption 5.1. Then

E(N)
Y [M ] = βb(N)

X (M) + (βb
X ⊗ EY)

(N)[
⇀
δ
(N)
Y (M)]

Next, identity (5.1) trivially lifts to tensor products

(idC ⊗βb
X )(c⊗ P ) = cϵ(P ) + c · (βδ

X ⊗ βb
X )(

↼
δXP )

= cϵ(P ) + c · (βb
X ⊗ βδ

X )(
⇀
δXP )

which immediately translates to the case of matrices as follows.



34 F. LEHNER AND K. SZPOJANKOWSKI

Proposition 6.10. Let M ∈MN(M), then with Assumption 5.1 we have

βb(N)

X (M) = ϵ(N)(M) + (βδ
X ⊗ βb

X )
(N)(

↼
δ
(N)
X M)

= ϵ(N)(M) + (βb
X ⊗ βδ

X )
(N)(

⇀
δ
(N)
X M)

In particular, for a linear matrix pencil L =
∑
C ′

iXi + C ′′
j Yj ∈ MN(M) the block cumulant

functional at Ψ =
Ä
IN − z(

∑
C ′

iXi +
∑
C ′′

j Yj)
ä−1

is

(6.4)
βb(N)

X (Ψ) =
Ä
IN − z

∑
βδ(N)

X (ΨXi)Ci

ä−1
=
Ä
IN − zβδ(N)

X (ΨL)
ä−1

=
Ä
IN − z

∑
Ciβ

δ(N)

X (XiΨ)
ä−1

=
Ä
IN − zβδ(N)

X (LΨ)
ä−1

.

Thus in order to conclude the computation of the conditional expectation (6.2) it remains

to evaluate βδ(N)

X (ΨXi) for all i. This can be done if we assume that all variables are free with
the help of (5.3) which we now lift to the matrix level.

Proposition 6.11. Let M ∈MN(C⟨X1, X2, . . . , Xn⟩), then

(6.5) βδ(N)

X1
(M) = ϵ(N)(M) +

∞∑
k=1

βk(X1)

ï
ϵ⊗
Ä
βb
B

ä⊗(k−1)
⊗ ϵ

ò(N) (
∂kX1

(N)
(M)

)
.

We can now subsume the essence of the previous calculations as follows. Theorem 1.3 follows
by evaluating formula (6.7) in a specific algebra A.

Theorem 6.12. Let µ : C⟨X1, X2, . . . , Xn⟩ → C be a distribution such that X1, X2, . . . , Xn are
free. In the following for an index set I ⊆ {1, 2, . . . , n} the conditional expectation onto the
subalgebra generated by the subset {Xi}i∈I will be denoted by EI . Suppose that the resolvent of
a given polynomial P = P (X1, X2, . . . , Xn) ∈ C⟨X1, X2, . . . , Xn⟩ of degree m has linearization

(6.6) Ψ = (1− zmP )−1 = ut
(
IN − z(C1X1 + C2X2 + · · ·+ CnXn)

)−1
v

with C1, C2, . . . , Cn ∈MN(C).
Then the conditional expectations of Ψ are

(6.7)

EI [(1− zmP )−1] = ut
(
IN − zHJ

(∑
i∈I

CiXi

))−1

HJv

= ut
(
IN − z

(∑
i∈I

CiXi −
∑
j∈J

CjFj

))−1

v

where J = [n] \ I is the complement and HJ =
Ä
IN − z

∑
j∈J CjFj

ä−1
and the matrices Fi =

βδ(N)

Xi
(XiΨ) ∈MN(C), i = 1, 2, . . . , n are the unique solution of the system of matrix equations

(6.8) Fi = η̃Xi

(
z
Ä
IN − z

∑
j ̸=i

CjFj

ä−1
Ci

)
i = 1, 2, . . . , n

which is analytic at z = 0. In particular,

φ((1− zmP )−1) = ut
(
IN − z

( n∑
j=1

CjFj

))−1

v

Proof. Let

Ψ =
(
IN − z(C1X1 + C2X2 + · · ·+ CnXn)

)−1

be the matrix of the linearization Ψ = utΨv from (6.6). In the following we abbreviate the
functionals

βb
I =

∑
i∈I

βb
Xi

βδ
I =

∑
i∈I

βδ
Xi
.
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Then from (6.3) with B the algebra generated by {Xi}i∈I and A the algebra generated by
{Xj}j∈J we obtain

EI [Ψ] = ut
Ä
IN − zHJ

∑
i∈I

CiXi

ä−1
HJv

where

HJ = βb(N)

J (Ψ) =
Ä
IN − z

∑
j∈J

Cjβ
δ(N)

J (XjΨ)
ä−1

.

by (6.4).

Next we apply Proposition 6.11 in order to establish equations for Fi = βδ(N)

Xi
(XiΨ), similar

to Example 5.9. First observe that

∂Xi
Ψ = z(Ψ⊙ 1)Ci(1⊙Ψ) = zΨCi ⊙Ψ

thus
∂Xi

XiΨ = 1⊙Ψ+ zXiΨCi ⊙Ψ

and applying iterated derivatives to the left leg

∂kXi
XiΨ = zk−11⊙ (ΨCi)

⊙k−1 ⊙Ψ+ zkXi(ΨCi)
⊙k ⊙Ψ

and (6.5) becomes

βδ(N)

Xi
(XiΨ) =

∞∑
k=1

βk(Xi)z
k−1βb(N)

[n]\i(ΨCi)
k−1

= η̃Xi
(zH[n]\iCi).

Uniqueness of the matrices Fi follows from the iteration in Lemma 6.13 below. □

We have seen that the matrices Fi(z) = βδ(N)

Xi
(XiΨ(z)) satisfy the fixed point equation (6.8)

and it remains to show that the latter has a unique solution analytic at 0. To this end we
expand Fi(z) into a power series

(6.9) Fi(z) = βδ(N)

Xi
(XiΨ(z)) =

∞∑
k=0

βδ(N)

Xi
(XiL

k)zkm

and show that iterating the fixed point equation produces a series whose coefficients converge
to those of the series (6.9).

Lemma 6.13. Start with constant matrices

F
(0)
i (z) = β1(Xi)IN i = 1, 2, . . . , n

and iterate

F
(r+1)
i (z) = η̃i

(
z
Ä
IN −

∑
j ̸=i

CjF
(r)
j (z)

ä−1
Ci

)
i = 1, 2, . . . , n

Then for all r ∈ N0 we have

F
(r)
i (z)− Fi(z) = O(zr+1) i = 1, 2, . . . , n

Proof. We proceed by induction. First observe that if F
(r)
i (z) − Fi(z) = O(zr+1) for i =

1, 2, . . . , n thenÄ
IN −

∑
j ̸=i

CjF
(r)
j (z)

ä−1
Ci −

Ä
IN −

∑
j ̸=i

CjFj(z)
ä−1

Cj = O(zr+1)
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as well and thus

F
(r+1)
i (z)− Fi(z) =

r+1∑
k=0

βk+1(Xi)z
k
(Ä
IN −

∑
j ̸=i

CjF
(r)
j (z)

ä−1
Cj

)k
+O(zr+2)

−
r+1∑
k=0

βk+1(Xi)z
k
(Ä
IN −

∑
j ̸=i

CjFj(z)
ä−1

CX

)k
+O(zr+2)

= O(zr+2)

□

Remark 6.14. When it comes to the practical solution of the system (6.8) we are faced with a
large number of variables. It can be reduced by observing that the solutions Fi enter the final
expression (6.7) for the conditional expectation only in the products CiFi and we can advantage
of the fact that the coefficient matrices Ci usually are sparse. Indeed let Pi be the projection
onto kerCi and Qi = I −Pi, i.e., CiPi = 0 and CiQi = Ci. Then in the expression (6.7) we can
replace the matrices Fi with the matrices F̃i = QiFi and the latter satisfy the slightly modified
system

(6.10) F̃i = Qiη̃Xi

(
z
Ä
IN − z

∑
j ̸=i

CjFj

ä−1
Ci

)
i = 1, 2, . . . , n.

It follows that F̃i = QiF̃iQi can be obtained by iterating the fixed point equation (6.10) with

starting point F̃
(0)
i = β1(Xi)Qi.
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7. Examples

In specific calculations it is always clear which N we need to take in E(N), thus we will write
E for E(N) and similarly we will write βb, βδ etc. for matricial versions all other mappings.

7.1. The product of free random variables. We start with the example T = XY which
can be solved directly without invoking linearizations.

The derivations are
⇀
δXΨ = zΨ ⊗ XYΨ and

⇀
δYΨ = zΨX ⊗ YΨ, respectively. First notice

that from the resolvent identities

(7.1) Ψ = 1 + zXYΨ = 1 + zΨXY

we immediately infer

(7.2) βb
X(Ψ) = βb

Y (Ψ) = 1

and thus

(7.3) EX [Ψ] = βb
Y (Ψ) + zβb

Y ⊗ EX [Ψ⊗XYΨ] = 1 + zX EX [YΨ];

further
EX [YΨ] = βb

Y (YΨ)(1 + zX EX [YΨ])

and thus

(7.4) EX [YΨ] = βb
Y (YΨ)

Ä
1− zβb

Y (YΨ)X
ä−1

.

Putting together (7.3) and (7.4) we find

EX [Ψ] =
Ä
1− zβb

Y (YΨ)X
ä−1

and the subordination equation

M(z) =MX(zβ
b
Y (YΨ)).

We have thus identified the first subordination function

ω1(z) = zβb
Y (YΨ).

The conditional expectation with respect to Y is simpler to obtain, but the result is the same:

EY [Ψ] = 1 + zβb
X(ΨX)Y EY [Ψ]

and thus

EY [Ψ] =
Ä
1− zβb

X(ΨX)Y
ä−1

M(z) =MY (zβ
b
X(ΨX)).

The second subordination function is

ω2(z) = zβb
X(ΨX).

To find relations between these functions we will resort to Theorem 5.5. It is immediate to see
combinatorially that βb

Y (YΨ) = βδ
Y (YΨ) and βb

X(ΨX) = βδ
X(ΨX) but let us verify this with

the recurrence from Proposition 5.5. Indeed,

βb
Y (YΨ) = βδ

Y ⊗ βb
Y (Y ⊗Ψ+ zYΨXY ⊗Ψ)

= βδ
Y (Y (1 + zΨXY ))βb

Y (Ψ) = βδ
Y (YΨ)

because of the identities (7.1) and (7.2). Similarly

βb
X(ΨX) = βδ

X ⊗ βb
X(zΨX ⊗ YΨX +ΨX ⊗ 1) = βδ

X(ΨX).

Thus we have
ω1(z) = zβδ

Y (YΨ) ω2(z) = zβδ
X(ΨX).
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7.2. Conditional expectations of free commutators and anti–commutators. As an ap-
plication of Theorem 1.3 we show that for symmetric and free X, Y the conditional expectation
of (1− z2P (X, Y ))−1 onto one of the variables coincide for commutator and anti–commutator.

First we consider the anti–commutator XY + Y X in free variables.
The linearization matrix described in Remark B.7 is given by

L =


0 0 Y 0
X 0 0 Y
X 0 0 Y
0 X 0 0

 = CXX + CY Y

where

CX =


0 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0

 CY =


0 0 1 0
0 0 0 1
0 0 0 1
0 0 0 0

 .
We have

(1− z2(XY + Y X))−1 =
[
0 1 0 0

]
(1− zL)−1


0
1
1
0

 .
It follows that

EX [(1− z2(XY + Y X))−1] =
[
0 1 0 0

]
EX

î
(1− zL)−1

ó011
0

 .
Next

EX

î
(1− zL)−1

ó
= (1− zHXCXX)−1HX

EY

î
(1− zL)−1

ó
= (1− zHYCY Y )−1HY ,

where the the matrices HX and HY they satisfy the following system of equations from Theo-
rem 6.12 and Remark 6.14: 

HX = (I − zCY FY )
−1

HY = (I − zCXFX)
−1

FX = Q1η̃X(zHXCX)

FY = Q2η̃Y (zHYCY )

(7.5)

where

FX = βδ
Y

Ä
diag(X,X, Y, Y )(1− zL)−1

ä
, FY = βδ

X

Ä
diag(X,X, Y, Y )(1− zL)−1

ä
,

Q1 = diag(1, 1, 0, 0), Q2 = diag(0, 0, 1, 1).

Since X and Y are symmetric, all odd cumulants vanish and hence

zFX =


0 fx,12 0 0

fx,21 0 0 0
0 0 0 0
0 0 0 0

 zFY =


0 0 0 0
0 0 0 0
0 0 0 fy,12
0 0 fy,21 0

 .
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Substituting FX and FY into the first half of the system (7.5) we obtain

HX =


1 0 0 fy,12
0 1 fy,21

1−fy,21
0

0 0 1
1−fy,21

0

0 0 0 1

 HY =


1 0 0 0
0 1

1−fx,12
0 0

0 fx,12
1−fx,12

1 0

fx,21 0 0 1

 .(7.6)

By assumption X and Y have symmetric distribution and thus

η̃X(z) =
∞∑
n=1

β2n(X)z2n−1 η̃Y (z) =
∞∑
n=1

β2n(Y )z2n−1.

We need to understand how odd powers of HXCX and and HYCY behave.
First let us note

HXCX =


0 fy,12 0 0
1

1−fy,21
0 0 0

1
1−fy,21

0 0 0

0 1 0 0

 (HXCX)
2 =


fy,12

1−fy,21
0 0 0

0 fy,12
1−fy,21

0 0

0 fy,12
1−fy,21

0 0
1

1−fy,21
0 0 0

 .
This immediately implies that

(HXCX)
2n−1 =

Ç
fy,12

1− fy,21

ån−1

HXCX

Similarly we obtain

(HYCY )
2n−1 =

Ç
fx,21

1− fx,12

ån−1

HYCY .

This gives

η̃X(zHXCX) =
∞∑
n=1

β2n(X) (zHXCX)
2n−1 =

1− fy,21
fy,12

HXCX

∞∑
n=1

β2n(X)z2n
Ç

fy,12
1− fy,21

ån

= ηX

(
z

 
fy,12

1− fy,21

)
1− fy,21
fy,12

HXCX ,

η̃Y (zHYCY ) = ηY

(
z

 
fx,21

1− fx,12

)
1− fx,12
fx,21

HYCY .

Substituting this into the second half of the system (7.5) results in two matrix equations with
exactly two non-zero entries which we can rewrite as

fx,12 = (1− fy,21) ηX

(
z

 
fy,12

1− fy,21

)
fy,12 =

1

fx,21
ηY

(
z

 
fx,21

1− fx,12

)

fx,21 =
1

fy,12
ηX

(
z

 
fy,12

1− fy,21

)
fy,21 = (1− fx,12) ηY

(
z

 
fx,21

1− fx,12

)(7.7)

Since

EX [(1− z2(XY + Y X))−1] =
[
0 1 0 0

]
(I − zHXCXX)−1HX


0
1
1
0
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EY [(1− z2(XY + Y X))−1] =
[
0 1 0 0

]
(I − zHYCY Y )−1HY


0
1
1
0

 .
A direct calculation with HX and HY as in (7.6) gives

(7.8)

EX [(1− z2(XY + Y X))−1] =
1

1− fy,21 − fy,12X2z2

EY [(1− z2(XY + Y X))−1] =
1

1− fx,12 − fx,21Y 2z2
.

Next we repeat the previous steps with the commutator, which are very similar. The lineariza-
tion matrix has the form

L =


0 0 Y 0
iX 0 0 −iY
iX 0 0 −iY
0 X 0 0

 = CXX + CY Y.

Again the system of equations reduces to just four equations which after immediate simplifica-
tions boil down to the following:

fx,12 = (fy,21 − i) ηX

(
z

 
fy,12

fy,21 − i

)
fy,12 =

1

fx,21
ηY

(
z

 
fx,21

i+ fx,12

)

fx,21 =
1

fy,12
ηX

(
z

 
fy,12

fy,21 − i

)
fy,21 = (i+ fx,12) ηY

(
z

 
fx,21

i+ fx,12

)(7.9)

And the conditional expectation in this case is equal to

(7.10)

EX [(1− z2i(XY − Y X))−1] =
1

1 + ify,21 − ify,12X2z2
,

EY [(1− z2i(XY − Y X))−1] =
1

1− ifx,12 + ifx,21Y 2z2
.

We are now ready to prove the following proposition.

Proposition 7.1. Assume that X, Y are free and symmetric, then

EX [(1− z2i(XY − Y X))−1] = EX [(1− z2(XY + Y X))−1]

EY [(1− z2i(XY − Y X))−1] = EY [(1− z2(XY + Y X))−1].

Proof. Let us rewrite (7.8) and (7.10) as

EX [(1− z2(XY + Y X))−1] =
1

1− fac
y,21 − fac

y,12X
2z2

EX [(1− z2i(XY − Y X))−1] =
1

1 + if c
y,21 − if c

y,12X
2z2

EY [(1− z2(XY + Y X))−1] =
1

1− fac
x,12 − fac

x,21Y
2z2

EY [(1− z2i(XY − Y X))−1] =
1

1− if c
x,12 + if c

x,21Y
2z2

.

Thus if

(7.11)

®
fac
y,12 = if c

y,12 fac
y,21 = −if c

y,21

fac
x,12 = if c

x,12 fac
x,21 = −if c

x,21
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then the desired equality holds.
It is straightforward to verify that the substitution of equations (7.11) into the system of

equations (7.7) for the anti–commutator results in the system (7.9) for commutator. Let us
verify this for the first of four equations

fac
x,12 = (1− fac

y,21) ηX

Ñ
z

√
fac
y,12

1− fac
y,21

é
.

Substitution results in

if c
x,12 = (1 + if c

y,21) ηX

Ñ
z

√
if c

y,12

1 + if c
y,21

é
,

which is equivalent to

f c
x,12 = (f c

y,21 − i) ηX

Ñ
z

√
f c
y,12

f c
y,21 − i

é
and the above is exactly the first equation in (7.9). □

7.3. A Lie polynomial. We consider next the conditional expectation of the Lie polynomial
X+ i(XY −Y X). First we show the general form of the subordination, and next we show that
for a special choice of the distributions of X, Y we can make a further step and obtain explicit
formulas for the functions present in the conditional expectation. The explicit example is as
follows, we take X having semicircular distribution with mean zero and variance one, while Y
has distribution 1

2
(δ−1 + δ1). In this explicit case we can use the conditional expectation in

order to find the distribution of X + i(XY − Y X), we obtain the following corollary.

Corollary 7.2. For a, b free, a being semicircle element of variance 1 and b being symmetric
Bernoulli element, the element a+ i(ab− ba) has semicircle distribution with variance 3. More-
over elements a and i(ab + ba) are not free, while i(ab + ba) has semicircle distribution with
variance 2.

Note that ab and ba are free [15, Lemma 3.4], but a and c = i(ab − ba) are not: indeed
a quick calculation shows that κ4(a, a, c, c) = 1. Yet because of some nontrivial cancellations
κn(a + c) = 0 for all n ̸= 2 and thus a + c has the same distribution as the sum of free copies
of a and c. This is another example of a pair of semicircular elements which are not free
independent, yet any real linear combination has semicircular distribution [8].
Let us describe the linearization for this example we have ut = (1, 0, 0), vt = (1, 0, 0) and

L = CXX + CY Y where

CX =

z 0 i
1 0 0
0 0 0

 CY =

0 −i 0
0 0 0
1 0 0

 .
The complementary kernel projections are

QX =

1 0 0
0 0 0
0 0 1

 QY =

1 0 0
0 1 0
0 0 0

 .
Now the compressed matrices F̃X = QXFXQX and F̃Y = QY FYQY have the form

QXFXQX =

fx11 0 fx13
0 0 0

fx31 0 fx33

 QY FYQY =

fy11 fy12 0
fy21 fy22 0
0 0 0

 .
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Hence the conditional expectations are of the form

EX

î
(1− z2P )−1

ó
= − i

i− fy21z − z2(i− fy11 + fy22)X + z3fy12X2
,

EY

î
(1− z2P )−1

ó
=

i

i− ifx11z2 + fx31z − z2 (fx11 − fx33 + ifx13z)Y − z3fx13Y 2
.

If we evaluate the above for X = a where a has a semicircle distribution and Y = b where b
has Bernoulli distribution then we have that zη̃X(z)

2 − η̃X(z) + z = 0 and η̃Y (z) = z. Thus we
solve the following system of equations F̃Y − zQY (I − zCXF̃X)

−1CY = 0,

QX(I − zCY F̃Y )
−1CXF̃

2
X + zQX(I − zCY F̃Y )

−1CX − F̃X = 0.

Since all formal power series in z considered here are convergent in some neighbourhood of
zero, we obtain explicit solutions

Eb

î
(1− z2P (a, b))−1

ó
=

2

α + 1
,

Ea

î
(1− z2P (a, b))−1

ó
=

3
(
4z4 + 1

)
z4
(
3a2 (α− 2) + α + 14

)
− 24az6 − 3aαz2 + α + 2

.

where α =
√
1− 12z4.

Since the conditional expectation on b is constant we immediately get the distribution of
a+ i(ab− ba) as we have

φ
Ä
(1− zP (a, b))−1

ä
=

2√
1− 12z2 + 1

and we can get the moments of a + i(ab − ba) which is A005159 entry at OEIS, we see that
φ
(
(a+ i(ab− ba)2n)

)
= 3nCn, where Cn is the n-th Catalan number and Corollary 7.2 follows.

We show a histogram of eigenvalues of a matrix approximation together with the graph of the
density see Figure 1.
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Figure 1. Density of a + i(ab − ba) in the case a semicircle and b Bernoulli
together with matrix approximation.

7.4. An example with three variables. Next we consider the example of product XZY ZX.
The linearization matrix for (1− z5XZY ZX) is given by

0 X 0 0 0
0 0 Z 0 0
0 0 0 Y 0
0 0 0 0 Z
X 0 0 0 0
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In order to state an explicit result let us assume that a, b, c are free a, b have distribution
1/2 (δ−1 + δ1) and c has distribution 1/2 (δ0 + δ2). The distribution of acbca is the same as free
multiplicative convolution of c and b, however the conditional expectation on a, b is a non-trivial
problem. We omit the lengthy calculation wich results in the expression

Ea,b

î
(1− z5acbca)−1

ó
= 1− a

ÇÅ
2z5
Ä
8z10 + γ

ä
−
Ä
b (γ − 4) z5 + 4z10 + 2

ä−1 Ä
−8z10 + γ

äã−1Ä
b (γ − 4) z5 + 4z10 + 2

ä(Ä
−8z10 + γ

ä
a+ 4az10

)
+ a

ã
where γ =

√
1− 16z10 + 1 for the conditional expectation.

7.5. A rational example. Non–commutative rational functions have linearizations just like
polynomials, (see, e.g., [16] for excellent discussion about relations between linearizations and
questions in free probability) and consequently our method is not restricted to polynomials but
also allows to compute conditional expectations and distributions of non–commutative rational
functions in free random variables. Let us illustrate this with the concrete example of a rational
function r(a, b) = a(I − a − b)−1a which will show that nevertheless certain technical issues
arise. First we must put conditions on the distributions of a and b in order for I − a− b to be
invertible. Next we compute the conditional expectation of (1 − zr(a, b))−1 onto a and b and
then integrate the latter in order to determine the distribution of a(I − a − b)−1a. Using the
method described in Section B we obtain the linearizationÄ

1− zX(1−X − Y )−1X
ä−1

= ut(I2 − L)−1v

where L = CXX + CY Y with

CX =

ñ
0 z
1 1

ô
CY =

ñ
0 0
0 1

ô
and u = v = (1, 0)t.

Let us record some observations here. In order to be able to use iteration from Lemma 6.13
we need to start with correct constant terms FX = β1(X)I and FY = β1(Y )I, however there
is a catch: The constant term in FX(z) = βδ

X(X(1 − L)−1) is not equal to β1(X), as there
are more entries which do not depend on z. Therefore in order to be able to distinguish the
correct solution, which comes from Lemma 6.13 we introduce an extra parameter s ∈ C and
we consider FX(s, z) = βδ

X(X(1 − sL)−1), Then our iteration gives the unique solution to the
system of equations for matrices FX , FY whose entries are power series in s. When we want
to evaluate our conditional expectation in X = a and Y = b, of some free variables a, b ∈ M,
we have to make sure that for µ being their joint distribution functional βδ

X

(
X(1− sL)−1

)
is

analytic at s = 1. The following rough estimate will ensure this.
Denote by W the set of monomials with coefficient 1 in C⟨X, Y ⟩, i.e., W = {X, Y,XY, . . .}.

For w = Z1 · · ·Zn ∈ W we denote Cw = CZ1 · · ·CZn . We will also use notation |w| for the
number of letters in w and |w|X , |w|Y for the number of appearances of X and Y respectively
in w, of course |w| = |w|X + |w|Y . We have

βδ
X

Ä
X(1− sL)−1

ä
=
∑
w∈W

s|w|βδ
X(Xw)Cw.

A standard estimate for Boolean cumulant gives |βδ
X(Xw)| ≤ 2|w|+1||a|||w|x+1||b|||w|y . Moreover

it is easy to verify that ||CX ||2 ≤ 2 + |z|2 and ||CY || = 1. Thus we have

|βδ
X

Ä
X(1− sL)−1

ä
| ≤

∑
w∈W

s|w||βδ
X(Xw)| · ||Cw||
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≤
∑
w∈W

s|w||2|w|+1||a|||w|x+1||b|||w|Y |||CX |||w|X+1 · ||CY |||w|Y

= 2||a||
(
1− 2s(||a|| · ||CX ||+ ||b|| · ||CY ||)

)−1
.

The last equality holds whenever 2s(||a|| · ||CX ||+ ||b|| · ||CY || < 1 and a sufficient condition for

this inequality is 2s(||a||
√

2 + |z|2 + ||b||) < 1. Since we need to evaluate βδ
X

(
X(1− sL)−1

)
at

s = 1, our method applies for ||a||, ||b|| and z such that 2(||a||
√

2 + |z|2 + ||b||) < 1.
We will apply this to a, b having Bernoulli distributions 1

2
(δ−α + δ−α), where in order to have

a non-empty range of z we need to assume α <
√
2−1
2

. So let us consider the example α = 1/8.
Before evaluation in X = a and Y = b, taking s = 1 we obtain

EX

ïÄ
1− zX(1−X − Y )−1X

ä−1
ò
=

1− fy22 −X

1− fy22 −X −Xz(fy21 +X)

Solving the system of equations for FX and FY , and next evaluating at the resulting expression
in X = a, Y = b as described above we get

Ea

ïÄ
1− za(1− a− b)−1a

ä−1
ò
=

1− 2a+ α2z +
»

(α2z − 1)2 − 4α2

1− 2a(az + 1) +
√
α4z2 − 2α2(z + 2) + 1 + α2z

.

Integrating with respect to the distribution of a we get the moment transform

Ma(1−a−b)−1a(z) = 1 +
α2z»

(α2z − 1)2 − 4α2
.

Taking α = 1/8 we can calculate the density and compare it with the matrix approximation
shown in Figure 2.
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Figure 2. Density of a(1− a− b)−1a for a, b with distribution 0.5(δ−1/8 + δ1/8).
together with matrix approximation.
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Appendix A. An algebraic approach to Boolean cumulants

In this first appendix we present purely algebraic proofs of basic facts about Boolean cumu-
lants and implement a formal calculus on the double tensor product.

A.1. Algebraic proofs of Lemma 2.6 and Corollary 2.7.

Proof of Lemma 2.6. Induction on n. We compute φ(a1a2 · · · an) in two ways. First consider
apap+1 as one factor and apply recurrence (2.2), splitting the sum into two at the entry apap+1.

(A.1) φ(a1a2 · · · (apap+1)ap+2 · · · an)

=

p−1∑
k=1

βk(a1, a2, . . . , ak)φ(ak+1ak+2 · · · an)

+
n−1∑

k=p+1

βk−1(a1, a2, . . . , apap+1, ap+2, . . . , ak)φ(ak+1ak+2 · · · an)

+ βn−1(a1, a2, . . . , apap+1, ap+2, . . . , an)

The left hand side is unchanged if we consider ap and ap+1 as separate factors. We apply
recurrence (2.2), (artificially) splitting the sum at the entry ap.

(A.2) φ(a1a2 · · · apap+1ap+2 · · · an)

=

p−1∑
k=1

βk(a1, a2, . . . , ak)φ(ak+1ak+2 · · · an) + βp(a1, a2, . . . , ap)φ(ap+1ap+2 · · · an)

+
n−1∑

k=p+1

βk(a1, a2, . . . , ak)φ(ak+1ak+2 · · · an) + βn(a1, a2, . . . , an)

The first part is the same in both expressions. By induction hypothesis, the second part of
(A.1) can be replaced by

n−1∑
k=p+1

βk−1(a1, a2, . . . , apap+1, ap+2, . . . , ak)φ(ak+1ak+2 · · · an)

=
n−1∑

k=p+1

(βp(a1, a2, . . . , ap)βk−p(ap+1, ap+2, . . . , ak) + βk(a1, a2, . . . , ak))φ(ak+1ak+2 · · · an).

On the other hand, applying recurrence (2.2) to the second part of (A.2) we obtain

βp(a1, a2, . . . , ap)φ(ap+1ap+2 · · · an)

= βp(a1, a2, . . . , ap)
n−1∑

k=p+1

βk−p(ap+1, ap+2, . . . , ak)φ(ak+1ak+2 · · · an)

+ βp(a1, a2, . . . , ap)βn−p(ap+1, ap+2, . . . , an)

Finally canceling equal terms from (A.1) and (A.2) we arrive at (2.8). □

Proof of Corollary 2.7. By induction on the number r of multiplication signs. For r = 0 there
is nothing to prove; for r = 1 this is Lemma 2.6.

Assume that the formula holds up to r − 1 multiplication signs and consider a Boolean
cumulant of the form (2.9) with r multiplication signs, i.e., r = n−m− 1. Now apply (2.8) to
remove the first multiplication

βm+1(a1a2 · · · ad1 , ad1+1ad1+2 · · · ad2 , . . . , adm+1adm+2 · · · an)
= β1(a1)βm+1(a2 · · · ad1 , ad1+1ad1+2 · · · ad2 , . . . , adm+1adm+2 · · · an)
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+ βm+2(a1, a2 · · · ad1 , ad1+1ad1+2 · · · ad2 , . . . , adm+1adm+2 · · · an).
In both terms there are now r− 1 multiplications and the induction hypothesis can be applied
to obtain (2.9). □

A.2. Boolean cumulants via tensor algebras. For a vector space V denote by T (V ) =⊕
n≥0 V

⊗n its tensor algebra and T (V ) =
⊕

n>0 V
⊗n its augmentation ideal, i.e., T (V ) = ker ϵ,

where ϵ is the projection onto C = V ⊗0 called the counit. In order to distinguish different
levels in the hierarchy of tensors we will denote the multiplication in T (V ) by the symbol ⊚
and thus elementary tensors are written a1 ⊚ a2 ⊚ · · · ⊚ an. The “outer” tensor on the double
tensor algebra T (T (V )) is denoted by the usual symbol ⊗, i.e., any element of T (T (V )) is a
sum of simple tensors of the form

(a1 ⊚ a2 ⊚ · · · ⊚ ak)⊗ (b1 ⊚ b2 ⊚ · · · ⊚ bl)⊗ · · · ⊗ (c1 ⊚ c2 ⊚ · · · ⊚ cm).
The tensor algebra has the following fundamental extension property [26, Prop. 1.1.2]:

Lemma A.1. Let V be a vector space and M a T (V )-bimodule. Then any linear map f : V →
M can be extended to a derivation T (f) : T (V ) →M by setting

T (f)(v1 ⊚ v2 ⊚ · · · ⊚ vn) =
n∑

k=1

v1 ⊚ v2 ⊚ · · · ⊚ vk−1 ⊚ f(vk) ⊚ vk+1 ⊚ vk+2 ⊚ · · · ⊚ vn

In the following the underlying vector space will always be an algebra V = A, whose multi-
plication will be denoted as usual by ab or a · b.

For example, let A be the free algebra and ∆̄d : A → A ⊗ A ⊆ T (A) ⊗ T (A) the reduced
deconcatenation coproduct

∆̄d(a1a2 · · · an) =
n−1∑
k=1

a1a2 · · · ak ⊗ ak+1 · · · an;

let further
∆̃d(a1a2 · · · an) = a1 ⊚ a2 ⊚ · · · ⊚ an ∈ T (A)

the full deconcatenation, i.e., ∆̃d(w1w2) = ∆̃d(w1 ⊚w2). Then the derivation from Lemma A.1
is

T (∆̄d)(w1 ⊚w2 ⊚ · · ·⊚wn) =
n−1∑
k=1

((w1 ⊚w2 ⊚ · · ·⊚wk−1)⊗ 1)⊚ ∆̄d(wk)⊚ (1⊗ (wk+1 ⊚ · · ·⊚wn))

We will denote this derivation by ∆̄d as well.
The moment and cumulant functionals are defined on T (A) via

φ(w1 ⊚ w2 ⊚ · · · ⊚ wn) = φ(w1w2 · · ·wn)

β(w1 ⊚ w2 ⊚ · · · ⊚ wn) = βn(w1, w2, . . . , wn)

and the recurrence (2.2) can be reformulated with the second level deconcatenation operator
∆̄⊚d : T (A) → T (A)⊗ T (A) defined by

∆̄⊚d (w1 ⊚ w2 ⊚ · · · ⊚ wn) =
n−1∑
k=1

w1 ⊚ w2 ⊚ · · · ⊚ wk ⊗ wk+1 ⊚ wk+2 ⊚ · · · ⊚ wn

as follows:

φ(w1 ⊚ w2 ⊚ · · · ⊚ wn) = β(w1 ⊚ w2 ⊚ · · · ⊚ wn) + (β ⊗ φ) ∆̄⊚d (w1 ⊚ w2 ⊚ · · · ⊚ wn)

On the other hand, if we define the full Boolean cumulant βδ(w) = β(∆̃d(w)), i.e.

βδ(a1a2 · · · an) = β(a1 ⊚ a2 ⊚ · · · ⊚ an) = βn(a1, a2, . . . , an)

and extend it to T (A) via

βδ(w1 ⊚ w2 ⊚ · · · ⊚ wn) = βδ(w1w2 · · ·wn)
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= β(∆̃d(w1) ⊚ ∆̃d(w2) ⊚ · · · ⊚ ∆̃d(wn))

then the full Boolean cumulants satisfy the corresponding recurrence

φ(w) = βδ(w) + (βδ ⊗ φ) ∆̄d(w)

which we can generalize to T (A). In order to formulate it, we introduce some further notation.

Definition A.2. An interval partition is a partition whose blocks are intervals. The interval
partitions Int({1, 2, . . . , n}) are thus in bijection with compositions C(n) = {(k1, k2, . . . , km) |
k1 + k2 + · · · km = n}. The bijection maps an interval partition π ∈ Int(n) to the sequence
of block lengths (in their natural order). We denote this bijection by C : Int(n) → C(n). A
composition λ = (k1, k2, . . . , km) ∈ C(n) is uniquely determined by its partial sums, called
descents

D(λ) = {k1, k1 + k2, . . . , k1 + k2 + · · ·+ km−1} ⊆ {1, 2, . . . , n− 1}
and thus the compositions of order n are in bijection with the Boolean lattice of order n − 1,
The descents of an interval partition are the descents of the corresponding composition D(π) =
D(C(π)). This bijection is a poset anti-isomorphism and π ≤ ρ if and only if D(ρ) ⊇ D(π). In
particular, D(π ∨ ρ) = D(π) ∩ D(ρ).

Proposition A.3.

β(w1 ⊚ w2 ⊚ · · · ⊚ wn) = βδ(w1 ⊚ w2 ⊚ · · · ⊚ wn) + (βδ ⊗ β) ◦ ∆̄d(w1 ⊚ w2 ⊚ · · · ⊚ wn)

Proof. Let ki = ℓ(wi) be the lengths of the words and ρ = {I1, I2, . . . , Im} ∈ Int(n) the in-
duced interval partition, i.e.,

∣∣Ij∣∣ = kj and C(ρ) = (k1, k2, . . . , km) with descent set D(ρ) =
{r1, r2, . . . , rm−1} where r0 = d0(ρ) = 0, r1 = d1(ρ) = k1, r2 = d2(ρ) = k1 + k2, etc. Then if
wi = ari−1+1ari−1+2 · · · ari the product formula (2.7) can be rewritten in terms of descents as

βm(a1a2 · · · ar1 , ar1+1 · · · ar2 , . . . , arm−1+1 · · · an)

=
∑

π∈Int(n)
D(π)∩D(ρ)=∅

βπ(a1, . . . , an)

= βn(a1, a2, . . . , an) +
m∑
s=1

∑
π∈Int(n)\{1n}
D(π)∩D(ρ)=∅

d1(π)∈Is

βπ(a1, . . . , an)

where we split off the term corresponding to π = 1n (i.e., D(π) = ∅) and regroup the remaining
terms according to the location of the first descent d1(π). Fix 1 ≤ s ≤ m and assume that
d = d1(π) ∈ Is. Then the first block of π is B1 = {1, 2, . . . , d1} and π = {B1} ∪ π′ with
π′ = π|[d+1,n] ∈ Int[d + 1, n] and D(π′) ∩ D(ρ′) = ∅ where ρ′ = ρ|[d+1,n]. Now by assumption
rs−1 < d < rs and thus∑

π∈Int(n)\{1n}
D(π)∩D(ρ)=∅

d1(π)∈Is

βπ(a1, . . . , an)

=
rs−1∑

d=rs−1+1

βd(a1, a2, . . . , ad)
∑

π′∈Int([d+1,n])
D(π′)∩D(ρ′)=∅

βπ′(ad+1, ad+2, . . . , an)

=
rs−1∑

d=rs−1+1

βd(a1, a2, . . . , ad) βm−s+1(ad+1ad+2 · · · ars , ws+1, ws+2, . . . , wn)

= (βδ ⊗ β)((w1 ⊚ w2 ⊚ · · · ⊚ ws−1 ⊗ 1)(∆̄dws)(1⊗ (ws+1 ⊚ ws+2 ⊚ · · · ⊚ wm)))

□
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Remark A.4. Although freeness implies property (CAC) (Lemma 3.5) and thus βδ(w1 ⊚ w2 ⊚

· · · ⊚ wn) = 0 if w1 begins with X and wn ends in Y , it is important to keep in mind that this
is not necessarily true for β(w1 ⊚ w2 ⊚ · · · ⊚ wn).

Example A.5 (Cumulants of products). Let us apply Proposition A.3 to

Ψ⊚ =
∞∑
n=0

(XY )⊚nz2n

to compute the cumulant generating function

B(z) = β(Ψ⊚) =
∞∑
n=0

βn(XY )z2n.

From this we can then obtain the moment generating function

M(z) =
1

1−B(z)
.

Applying the Leibniz rule to the identity Ψ⊚ ⊚ (1− z2XY ) = 1 we obtain (2.17)

∆̄d(Ψ
⊚) = (Ψ⊚ ⊚X)⊗ (Y ⊚Ψ⊚)z2.

Now by Proposition A.3 we have

β(Ψ⊚) = βδ(Ψ⊚) + βδ(Ψ⊚ ⊚X)β(Y ⊚Ψ⊚)z2

and similarly

∆̄d(Y ⊚Ψ⊚) = (Y ⊗ 1) ⊚ ∆̄d(Ψ
⊚)

= (Y ⊚Ψ⊚ ⊚X)⊗ (Y ⊚Ψ⊚)z2

β(Y ⊚Ψ⊚) = βδ(Y ⊚Ψ⊚) + βδ(Y ⊚Ψ⊚ ⊚X)β(Y ⊚Ψ⊚)z2.

Consequently,

β(Y ⊚Ψ⊚) =
βδ(Y ⊚Ψ⊚)

1− βδ(y ⊚Ψ⊚ ⊚X)z2

β(Ψ⊚) = βδ(Ψ⊚) +
βδ(Ψ⊚ ⊚X) βδ(Y ⊚Ψ⊚)z2

1− βδ(Y ⊚Ψ⊚ ⊚X)z2

where

βδ(Ψ⊚ ⊚X) =
∞∑
n=0

β2n+1(X, Y,X, Y, . . . , X)z2n

βδ(Y ⊚Ψ⊚) =
∞∑
n=0

β2n+1(Y,X, Y,X, . . . , Y )z2n

If we assume x and y free then we infer from the resolvent identity

Ψ = 1 + z2XYΨ

that βδ(Ψ⊚) = 1 and βδ(Y ⊚Ψ⊚ ⊚X) = 0 and thus

β(Ψ⊚)− 1 = βδ(Ψ⊚ ⊚X) βδ(Y ⊚Ψ⊚)

Thus
B(z) = β(Ψ⊚) = 1 + zβδ

X(ΨX)βδ
Y (YΨ)

and finally
zB(z) = z + ω1(z)ω2(z)

which reproduces [3, Theorem 3.2 (3)] and [11, (10)].
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Appendix B. Rational series and linearizations

The non–commutative free field and in particular non–commutative rational functions have
seen many applications in free probability recently [16]. The main tool for their study are
linearizations. For technical reasons we restrict our study to regular rational functions, i.e.,
rational functions which can be represented as formal power series. These form a subalgebra
of C⟨⟨X ⟩⟩ and can be characterized in several ways [6].

Definition B.1. For a series S ∈ C⟨⟨X ⟩⟩ we denote the extraction of coefficients by ⟨S,w⟩, i.e.,

S =
∑
w∈X ∗

⟨S,w⟩w.

A series S ∈ C⟨⟨X ⟩⟩ is called proper if it has no constant term, i.e., ⟨S, 1⟩ = 0. Proper series
have a quasi-inverse

S+ =
∞∑
k=1

Sk ∈ C⟨⟨X ⟩⟩.

Q = S+ is the unique solution of the equation

Q = S +QS.

The algebra of rational series is the smallest subalgebra of C⟨⟨X ⟩⟩ which contains all quasi-
inverses of its proper elements. This implies that for any element S without constant term the
element 1− S is invertible and its inverse is given by the geometric series

(1− S)−1 =
∞∑
k=0

Sk ∈ C⟨⟨X ⟩⟩

and therefore rational.
A series S ∈ C⟨⟨X ⟩⟩ is called recognizable if there exists a matrix representation of the free

monoid, i.e., a multiplicative map ρ : X ∗ → Mn(C), and vectors u, v ∈ Cn such that the
coefficients of S are given by

⟨S,w⟩ = utρ(w)v.

Here the representation ρ is uniquely determined by the matricesMx = ρ(x) for x ∈ X . Indeed,
ρ(x1x2 · · ·xk) =Mx1Mx2 · · ·Mxk

and thus a recognizable series has a linearization

S = ut
(∑
w∈X ∗

ρ(w)w
)
v = ut

(
1−

∑
x∈X

Mxx
)−1

v.

Conversely, any series which is given by a linearization is recognizable.

Definition B.2. For a letter x ∈ X denote by Lx the left annihilation operator on C⟨⟨X ⟩⟩, i.e.,
for a word w ∈ X ∗ set

Lxw =

{
w′ if w = xw′

0 otherwise

and extend this operator linearly to C⟨⟨X ⟩⟩. For a word w = x1x2 · · ·xn ∈ X ∗ we denote by
Lw = LxnLxn−1 · · ·Lx1 the composition of the annihilation operators.
A subspace U ⊆ C⟨⟨X ⟩⟩ is called stable if it is invariant under Lx for all x ∈ X .

Remark B.3. With this notation the coefficients of a series are given by

(B.1) ⟨S,w⟩ = ⟨LwS, 1⟩

One of the main results of the theory of rational series is the following

Theorem B.4 ([6]). For a series S ∈ C⟨⟨X ⟩⟩ the following are equivalent,

(i) S is rational.
(ii) S is recognizable.
(iii) S has a linearization.
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(iv) There is a finite dimensional stable subspace of C⟨⟨X ⟩⟩ containing S.

The last statement gives rise to an algorithm key to compute linearizations of rational series.

Algorithm B.5. Assume our series S is contained in a finite dimensional stable subspace
spanned by a basis (S1, S2, . . . , SN) ⊆ C⟨⟨X ⟩⟩, say S =

∑
uiSi.

1. Since the subspace is stable, for any X ∈ X we can express

LxSi =
∑

αij(x)Sj.

2. Collect these coefficients in a matrix Ax =
[
αij(x)

]
.

3. Then for a word w ∈ X ∗ after iteration we obtain

LwSi =
∑
j

(Mw)ijSj.

4. From (B.1) we infer ⟨Si, w⟩ = ⟨LwS, 1⟩ = (Mwv)i.
5. Finally ⟨S,w⟩ = utMwv for every w ∈ X ∗, i.e.,

S = ut
(
IN −

∑
x∈X

Mxx
)−1

v.

To illustrate this let us start with polynomials which are clearly rational. Let w ∈ X ∗ be a
word. A word w′′ ∈ X ∗ is a right suffix of w if there exists a word w′ ∈ X ∗ such that w = w′w′′.
Equivalently, w′′ can be obtained from w by applying the left annihilation operator Lw′ .

Let now P ∈ C⟨X ⟩ be a polynomial. If we successively apply annihilation operators LX ,
X ∈ X we obtain elements contained in the span of all right suffixes of the monomials occurring
in P (including the empty word 1). Clearly the span of P and all its right suffixes is stable and
thus can be used to obtain a linearization for P .

From this basis we can immediately construct a basis of a stable subspace containing Ψ =
(1 − zmP )−1 and construct a linearization of the latter, where m = deg(P ), i.e., the length of
the longest monomial in P . Indeed let {S1 = P, S2, . . . , Sr = 1} be a basis consisting of P and
the right suffixes of P spanning a stable invariant subspace for P . Now we use the resolvent
identity

Ψ = (1− zmP )−1 = 1 + zmPΨ

to obtain LxΨ = zm(LxP )Ψ and thus {Ψ, zm2S2Ψ, . . . , z
mr−1Sr−1Ψ} spans a stable subspace

containing Ψ, where mi = degSi. Moreover ⟨SiΨ, 1⟩ = 0 for i = 2, . . . , r − 1 and thus we can
set u = v = e1. The inclusion of the factor zmi ensures that our linearization has the form
Ψ = ut(I − zL)−1v, where the entries of L are polynomials in z and thus has a formal power
series expansion around zero, which is essential in the Section 6.

Example B.6. Consider P (X, Y ) = X + XYX, then we are looking for a linearization of
Ψ = (1− z3P )−1. We have Ψ = 1 + z3PΨ and thus we have

S1 = Ψ, LXΨ = z3Ψ+ z3Y XΨ = z3S1 + zS2,

where S2 = z2Y XΨ. Of course LY S1 = 0. Next LXS2 = 0 and LY S2 = z2XΨ = zS3. Finally
LXS3 = zΨ = zS1 and LY S3 = 0. Hence we obtain Ψ = ut(1− zL)−1v with

zL =

z3 z 0
0 0 0
z 0 0

X +

0 0 0
0 0 z
0 0 0

Y.
Remark B.7. Another way to obtain a linearization of Ψ = (1−zmP )−1 for a polynomial P is to
directly follow the multiplication structure. Let us describe this with an example, occasionally
we will use this linearization instead of the one described above.

Consider the non–commutative polynomial XYX+Y XY and the corresponding polynomial
with numbered variablesX1Y1X2+Y2X3Y3. When we look at powers of this polynomial, we see
that:



FREE INTEGRAL CALCULUS 51

X1 Y1 X2

Y2 X3 Y3

Figure 3. Multiplication for X1Y1X2 + Y2X3Y3.

• X1 is always followed by Y1,
• X2 is followed by X1 or Y2,
• Y1 is followed by X1 or Y2,
• Y2 is always followed by X2.

This can be represented graphically as an automaton, see Figure 3.

Let us name all variables in the considered polynomial Z1, Z2, . . . , Zn, where n is the total
number of variables in the polynomial. The polynomial X1Y1X2 + Y2X3Y3 we have Z1Z2Z3 +
Z4Z5Z6, we will consider a square matrix in which each row and column corresponds to one of
the variables, more precisely we set Li,j = Zj if Zj follows Zi, otherwise we set Li,j = 0. We
obtain the following linearization matrix (we show the labels of rows and columns)

L =

X1 X2 X3 Y1 Y2 Y3


X1 0 0 0 Y1 0 0
X2 X1 0 0 0 Y2 0
X3 0 0 0 0 0 Y3
Y1 0 X2 0 0 0 0
Y2 0 0 X3 0 0 0
Y3 X1 0 0 0 Y2 0

In order to get a linearization of (1 − z3(X1Y1X2 + Y2X3Y3))
−1 we look at (1 − zL)−1, it is

clear that every term in expansion of (1 − z3(X1Y1X2 + Y2X3Y3))
−1 starts with X1 or Y2,

hence ut = (0, 1, 0, 0, 0, 0) or equivalently ut = (0, 0, 0, 0, 0, 1). On the other hand each term in
(1− z3(X1Y1X2 + Y2X3Y3)

−1 ends in X2 or Y3, hence we have to terminate with the second or
sixth column of L, thus vt = (0, 1, 0, 0, 0, 1). Clearly we have the equality of formal power series

(1− z3(X1Y1X2 + Y2X3Y3))
−1 = ut(1− zL)−1v.
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