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Abstract
The increase in environmental awareness has led to a growing interest in the new developments in the
field of renewable energy, both from academia and industry. Today, electric vehicles play a significant
role. One of the most important components in modern electric vehicles are the batteries needed to
power them and the battery management systems (BMS) responsible for their control and safety. One
challenge with modern BMS is the use of the traditional wired design for diagnostic data transfer. As the
number of battery cells increases, so does the number of cables, which increases production costs and
maintenance complexity. To address this problem, several wireless BMS designs have been proposed
with varying degrees of success. However, little research has been conducted that considers both inter-
nal sensor communication and external BMS communication, as using multiple wireless technologies
for different use cases can lead to unintended interference issues and complexity.

In light of the European Union’s new initiatives on battery passports, which were scheduled to take
effect as early as 2023, new solutions should be proposed that allow for flexible design of BMS data
readout while being cost-effective, expandable, and secure. Security is particularly important in modern
BMS, as tampering at any of the data transmission layers could compromise the functional operation
of the BMS and the privacy of its users. However, applied BMS security is still a largely unexplored
field. The current state of the art does not provide a clear answer with many challenges related to the
design of BMS security still remaining open.

In this dissertation, I explore and propose two novel concepts:

• A design based on the use of RFID technology, in particular near-field communication (NFC), for
internal and external BMS communication.

• A lightweight security architecture based on novel implicit certificates that takes into account
all communication interfaces of the BMS distribution and enables secure data transmission from
sensor sources through internal system networks, and finally, to end users.

The dissertation provides security design extensions at three architectural levels. First, at the intra-
module BMS level with the proposed secure BMS data block design and device authentication for bat-
tery packs via NFC sensor communication. Second, for the internal local network, e.g., in-vehicle, with
a security architecture for authentication and certificate derivation. Third, for cloud connectivity and
lifecycle tracking with a system design proposal based on a centralized gateway and secure encoding of
BMS data blocks. In addition, an important focus is placed on deriving a dynamic secure session design.
To this end, a novel design is proposed based on the use of a station-to-station protocol with implicit
certificates that provides perfect forward secrecy and can be extended to other vehicle controllers or
similar embedded environments. To test the applicability of the proposed design and research ideas, a
test suite was designed, implemented, and evaluated. The evaluation results showed the feasibility of
the proposed solutions with the BMS architecture considering the performance and security require-
ments when used in real applications. The proposed design solutions are fully compatible with various
derivatives of modern BMS topologies and can be easily applied and extended.
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Kurzfassung
Das gestiegene Umweltbewusstsein hat zu einem wachsenden Interesse an neuen Entwicklungen im
Bereich erneuerbarer Energien sowohl in der Wissenschaft als auch in der Industrie geführt. Heut-
zutage spielen Elektrofahrzeuge eine bedeutende Rolle. Eine der wichtigsten Komponenten moderner
Elektrofahrzeuge sind die zu ihrem Antrieb benötigten Batterien und die “Battery Management Sys-
tems” (BMS), die für deren Steuerung und Sicherheit zuständig sind. Eine Herausforderung bei moder-
nen BMS ist die Verwendung des traditionellen kabelgebundenen Designs. Mit zunehmender Anzahl
der Batteriezellen steigt auch die Anzahl der Kabel, wodurch sich die Produktionskosten und der War-
tungsaufwand erhöhen. Um dieses Problem anzugehen, wurden verschiedene Designs für drahtlose
BMS mit unterschiedlichem Erfolg vorgeschlagen. Allerdings gibt es nur wenige Untersuchungen, die
sowohl die interne Sensorkommunikation als auch die externe BMS-Kommunikation berücksichtigen,
da die Verwendung mehrerer drahtloser Technologien für verschiedene Anwendungsfälle zu unbeab-
sichtigten Interferenzproblemen und Komplexität führen kann.

Angesichts der neuen Initiativen der Europäischen Union zu Batteriepässen, bzw., “Battery pass-
ports”, die bereits 2023 in Kraft treten sollten, sollten neue Lösungen vorgeschlagen werden, die eine
flexible Gestaltung der BMS-Datenauslesung ermöglichen und gleichzeitig kostengünstig, erweiterbar
und sicher sind. Sicherheit ist in modernen BMS besonders wichtig, da Manipulationen an einer der
Datenübertragungsebenen den funktionalen Betrieb des BMS und die Privatsphäre seiner Benutzer ge-
fährden könnten. Allerdings ist die angewandte BMS-Sicherheit noch ein weitgehend unerforschtes
Gebiet. Der aktuelle Stand der Technik liefert keine eindeutige Antwort, da viele Herausforderungen
im Zusammenhang mit der Gestaltung der BMS-Sicherheit noch offen sind.

In dieser Dissertation untersuche und schlage ich zwei neuartige Konzepte vor:

• Ein Design, das auf der Verwendung von RFID-Technologie, bzw., “Near-field Communication”
(NFC), für die interne und externe BMS-Kommunikation basiert.

• Eine optimierte Sicherheitsarchitektur. Dies basiert auf neuartigen impliziten Zertifikaten, die
alle Kommunikationsschnittstellen der BMS-Distribution berücksichtigen und eine sichere Da-
tenübertragung von Sensorquellen über interne Systemnetzwerke ermöglichen.

Diese Dissertation bietet Erweiterungen des Sicherheitsdesigns auf drei Architekturebenen. Erstens
auf der modulinternen BMS-Ebene mit dem vorgeschlagenen sicheren BMS-Datenblockdesign und der
Geräteauthentifizierung für Batteriepacks über NFC-Sensorkommunikation. Zweitens für das interne
lokale Netzwerk, z. B. im Fahrzeug, mit einer Sicherheitsarchitektur zur Authentifizierung und Zerti-
fikatsableitung. Drittens für Cloud-Konnektivität und Lebenszyklusverfolgung mit einem Systemdesi-
gnvorschlag, der auf einem zentralen Gateway und sicherer Verschlüsselung von BMS-Datenblöcken
basiert. Darüber hinaus wird ein wichtiger Schwerpunkt auf die Ableitung eines dynamischen sicheren
Session-Designs gelegt. Zu diesem Zweck wird ein neuartiges Design vorgeschlagen, das auf der Ver-
wendung eines Station-to-Station-Protokolls mit impliziten Zertifikaten basiert, das “perfect forward
secrecy” bietet und auf andere Steuergeräte oder ähnliche eingebettete Umgebungen erweitert werden
kann. Um die Anwendbarkeit der vorgeschlagenen Design- und Forschungsideen zu testen, wurde eine
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Testsuite entworfen, implementiert und evaluiert. Die Evaluierungsergebnisse zeigten die Machbarkeit
der vorgeschlagenen Lösungen mit der BMS-Architektur unter Berücksichtigung der Leistungs- und
Sicherheitsanforderungen beim Einsatz in realen Anwendungen. Die vorgeschlagenen Designlösun-
gen sind vollständig kompatibel mit verschiedenen Derivaten moderner BMS-Topologien und können
einfach angewendet und erweitert werden.
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Extended Abstract
Research into battery management systems (BMS) has gained popularity in recent years. This is due
to the necessity to improve current systems and better respond to the modern requirements found
with various electrical systems, especially electric vehicles, and smart power grids. Both industry and
academia are focusing on developing new solutions to support emerging research questions. This is
important, as BMS fill the role of essential control devices for modern electrical systems, supporting
the concept of renewable energy. As the number and complexity of electrical systems used increases,
so does the number of battery cells required. In fact, we observe an exponential increase in the pro-
duction of lithium-ion battery cells today, with the numbers expected to continue to grow over the
next decade. A large number of battery cells generates more waste, a problem that is not easily solved
and certainly not by simply relying on recycling. Battery cell recycling is both complex and costly, but
more importantly, it has a negative environmental impact. An effort is made to allow the maximum
utilization of battery cells before their recycling phase. In support of this notion, the European Union
has announced the introduction of battery passports. These battery passports would keep track of the
necessary battery data to support the concept of “battery second life”. However, even with the current
specifications, many questions are still left unanswered. These relate in particular to data management,
the new system design, and - most importantly for us - system security.

Tracking of the BMS and battery packs is aimed to be done on each battery cell deployment change,
i.e., whenever there is a change in the system use case. Battery packs are expected to be stored in
warehouses where a reliable, fast, and secure mechanism is expected to be used to enable battery cell
status readout and verification. With respect to this challenge, modern BMS are moving toward wireless
rather than wired communications, on which numerous publications have appeared in the last decade.
Replacing wireless with wired communication for BMS reduces their weight, cost, maintenance, and
complexity. However, it is not possible to simply rely on the current state-of-the-art (SotA) solutions
because most research on BMS focuses on intra-module communication, i.e., communication between
the main BMS controller and the operating BMS controllers, leaving open the design issues related to the
intra-sensor and external diagnostic readouts. Another issue that arises with wireless communication
is the expansion of potential attack vectors as the attack surface also expands. Current SotA in this area
is relatively limited. The focus of the research is kept on BMS security from a theoretical and rather
abstract perspective, ignoring functional, protocol, and system design aspects.

A BMS communicate their data not only to its internal network but also to an external network. In
this context, a BMS can send its data through an in-vehicle network, to the main gateway controller, and
finally to the end system device through an OEM that relies on the cloud or similar infrastructure. To
support the notion of battery passports and modern functional use of BMS data on external platforms,
an appropriate security architecture must be considered to enable efficient and secure data transmission
from the source of the battery cell sensors, through the modulated BMS components and the main BMS
controller, to the central gateway unit, and finally to the end-user system. Currently, no such unified
design exists, with designers and implementers having to rely on solutions found in similar automotive
environments, but not necessarily proven for BMS requirements.
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Research questions. After evaluating the challenges and requirements of modern BMS system
design in relation to security and wireless connectivity, we identified the following research questions
that were the main focus of this dissertation’s investigation:

1. How to implement a unified and secure wireless battery management system design for the in-
ternal sensor and external diagnostic communication?

2. How to design a lightweight security architecture for battery management systems for local net-
work communication?

3. How to realize an efficient and secure design for battery management system data acquisition
and propagation to external end systems and services?

Contributions. Our research aimed to create a BMS security system that is lightweight, flexible,
and independent of BMS topologies at every layer of data propagation. We developed three research
questions to guide us: the first concerning internal communication of the BMS sub-system, the second
focused on the BMS local area network, and the third on BMS data processing and remote transmission.
Our goal was to ensure security across all these layers. Each layer considers the necessary security
solutions based on the derived security requirements from the analysis of the current BMS SotA, vehicle,
embedded systems, and other security-related publications and sources. In the end, we aimed to provide
an answer for the current and future BMS in terms of complete data propagation from the cell source
to the external and remote end system. These solutions must also meet the requirements imposed by
the modern battery passport and second-life initiatives.

BMS secure wireless readout. The first part of the research focused on the use of wireless communica-
tion technology for internal sensors and external status readouts considering device and data security.
Our novel contribution explores the use of near-field communication (NFC) as a wireless technology
for the use with BMS, being the first such solution in the field. The solution for the system design is split
into two categories: internal and external readouts, with three use cases. The internal readout concen-
trates on the battery pack sensor, which entails reading battery cell sensor data using the intermediary
battery pack controller (BPC). The external readout concentrates on active and idle diagnostics readout,
which focuses on using a mobile device for second-life applications. The system design has been in-
vestigated with solutions proposed on the matter of devices in use, communication interfaces, wake-up
procedure optimization, and data structuring. In addition to these solutions, we have also taken into
account the security aspect of the system. Our primary concern is to authenticate the battery packs to
prevent any malicious or counterfeit devices from being used. To ensure external status readout secu-
rity, we have designed a lightweight security protocol based entirely on symmetric cryptography. We
have also proposed a dedicated secure data structure called SNDEF, which extends on the NDEF layer
structure. To validate the effectiveness of our proposed solutions, we have implemented and evaluated
them experimentally to show their potential use with real BMS deployments.

BMS secure network design. Modern BMS transmit important safety-related information through their
internal network to various devices, including the communication gateway, display unit, main engine
unit, and electric vehicle charging controller (EVCC). It is important to ensure that both the devices
and data on the network are authenticated and their data confidentiality and integrity are maintained.
We are the first to develop and implement a complete lightweight security architecture at the protocol
and system design level for BMS local area network communication. We do this by employing implicit
certificates, specifically the Elliptic Curve Qu-Vanstone (ECQV) scheme. The design is based on cen-
tralized network control with a dedicated device gateway responsible for initial device authentication
and certificate derivation and exchange. To this end, we also develop and propose a device authenti-
cation protocol based on symmetric cryptography, while implicit certificates are used for subsequent
communication authentication between BMS and other network devices, i.e., electronic control units
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(ECU). To complement a secure session communication between BMS and other devices, we realize
a lightweight key derivation protocol based on the traditional Station-to-Station (STS) protocol con-
sidering the ECQV scheme. By using this key derivation protocol, we are able to achieve dynamic
properties, specifically the perfect forward secrecy. The aforementioned protocols have been designed
under a separate layer and data structure, to allow easier integration into the Controller Area Network
(CAN), but also other communication technologies. The protocols were analyzed within the imple-
mented test suite by implementing them directly on the communication lines, i.e., relying on the serial
and CAN protocols. The proposed STS protocol was also optimized and tested in comparison to other
SotA protocols for session key derivations using implicit certificates. It has also been tested on different
embedded devices based on their performance to account for different variants of BMS controllers.

BMS secure design for external systems. BMS generate a large amount of data that can be used as input
to other services and processes, such as machine learning predictions, vehicle network profiles, etc. The
data is expected to be also used as an input for the dynamic entries of “battery passports”. However,
at the moment, there is an open question regarding the necessary security coverage for this process
as no standards exist. In order to address this issue, we have developed a two-fold solution. Firstly,
we have created a secure BMS data block structure based on the chained hierarchical principle which
can be used for data logging processes regardless of the targeted BMS topology architecture. Secondly,
we have extended the BMS security architecture to include on-premise and cloud data management.
This is the first contribution in the field for a secure BMS architecture that takes into account external
services. Our design model is a hybrid BMS divided into layers from the BMS data access point of
view, with each layer serving as an individual security platform and point of protection. In addition,
we discovered and applied two system architectural design patterns, Embedded Platform to Memory
(EP2M) & Secure Embedded Logging (SEL), for a secure and efficient logging design.

Outcome. To complete the research and present the usability of the proposed design and architec-
tural solutions from both system design and security perspectives, we have designed and implemented
a complete test suite system consisting of real BMS hardware components. We implemented each layer
separately and observed its behavior under interacting, as well as independent process segments. The
test suite was used for experimental evaluation and verification of the proposed design solutions, with
additional separate analyses conducted on the proposed security protocols and methods. We conclude
that our presented BMS secure and wireless system architecture answers the posed research questions
and meets the necessary design requirements when deployed in real-world systems. The research out-
put and contributions are summarized in Table A.
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Table A: Summarization of the dissertation’s contributed solutions to BMS security and system design.

Targeted
system
elements

System
environment

layer

Proposed security or system design
solution

Part of
Publica-

tion

1.
BMS & BPC

interfaces

BMS sub-system
BMS wireless system design utilizing NFC for
internal and external readouts

B , C ,
D , G

2.
BMS & BPC

NFC link

BMS sub-system
Two NFC-based wake-up methods optimized
for BMS use cases

G

3.
BPC & bat-

tery cell pack

(NFC internal set)
BMS sub-system

Efficient two-factor battery pack authentica-
tion method

B , C ,
G

4.
BMS, BPC &

ext. devices

(NFC external set)
BMS sub-system

SNDEF - Secure data layer extended on the
NDEF format

D

5.
BMS, BPC &

ext. devices

(NFC external set)
BMS sub-system

Lightweight authentication and secure ses-
sion derivation protocol for NFC-based BMS
external readout

D , G

6.
Int. channel

& devices

Internal local area
network

Security architecture for BMS authentication
and certificate derivation based on ECQV im-
plicit certificate scheme

E

7.
BMS & local

devices

Internal local area
network

Secure static key derivation protocol for BMS
that rely on the ECQV scheme

E

8.
BMS & local

devices

Internal local area
network

Secure STS-ECQV dynamic key derivation
protocol offering perfect forward secrecy

F

9. Int. channel

Internal local area
network

Efficient secure data formats for serial net-
work communication protocols, e.g., CAN

F , H

10.
BMS & log

components

BMS sub-system
Two design patterns for efficient and secure
on-premise data logging applicable to BMS

A

11.
BMS, c. gate-

way, cloud

All layers
Secure BMS block data structure based on a
chain hierarchical principle

H

12.
BMS, c. gate-

way, cloud

Cloud & end sys-
tem backend

Layered design concept for secure data prop-
agation from BMS to external cloud systems

H
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CHAPTER1
Introduction
“We can only see a short distance ahead, but

we can see plenty there that needs to be done.”

- Alan Turing

Summary: As every journey has a beginning, I will start this scientific journey with an introduction. In

the first part, I will motivate and explain why security and wireless connectivity are such important concepts

with modern Battery Management System (BMS) today. After introducing and motivating the topic, I will

dive deeper into the problem statement and challenges and also outline the solutions and contributions

proposed in this dissertation. And finally, at the end of this chapter, I will give a brief overview of the

content of the remaining chapters.

⋄ ⋄ ⋄

1.1 Motivation

In recent decades, the detrimental changes in the environment, climate, and our own lives have given
rise to the idea of energy sustainability. Awareness of energy consumption has sparked community
interest in becoming more involved with the concept of energy sustainability by replacing traditional
fossil fuels with renewable energy sources. An old concept of electric vehicle (EV) has been revived.
The reduction in the use of products that rely on fossil fuels has led to an increase in the production and
sales of EV [1]. This has led to a further increase in the battery market, with the side effect of increasing
the problem of regulating this huge amount of batteries at the end of their life [2]. Compared to previous
years, there is currently a rapid growth in battery consumption, with the numbers expected to continue
to grow exponentially in the coming years as well [3, 4, 5]. Based on the BloombergNEF’s seventh
annual long-term Electric Vehicle Outlook (EVO) analysis, which was the latest at the time of writing,
electric vehicle market share in Europe and China is expected to rise to 39 % of total vehicle share by
2025 [6]. Battery sales alone accounted for 94 % increase in 2021 compared to 2020. Recycling a large
number of batteries could be both energy inefficient and hazardous to the environment, generating a
large amount of waste [7, 8]. An alternative approach to recycling would be to use batteries for other,
less functional and safety-demanding applications [9, 10, 11]. This process is often referred to as giving
the “second life” to batteries [12]. In the modern world, rechargeable batteries are not only used with
EV but also in other applications such as power tools, electric buses, scooters and bicycles, industrial
machinery and electronics, future smart power grid systems such as backup power for data centers,
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telecommunication base stations and postal services [3, 9, 13]. However, one problem that persists
to this day is that regulations vary across countries and even across original equipment manufacturer
(OEM). Many automakers have not yet embraced the idea of the second-life use of batteries. The main
argument comes from the fact that the average useful life of batteries in EV is expected to be around
10 years, at which point the batteries might not be any more market competitive or usable due to the
technological differences [3]. Nevertheless, many initiatives have already been made across both the
European Union (EU) and Asia to support this idea of the second use of batteries, with the proposal to
use them alongside recycling based on the present battery health [9, 14, 15, 16].

To address the challenges of the current battery market, alongside the battery second life push, the
EU has proposed an initiative of creating “battery passports” [15, 16]. A battery passport is a digital
representation of a battery that stores data from the battery’s birth, i.e., raw material extraction and
manufacturing, through installation and secondary use, to recycling. While the initiative was originally
aimed only at supporting the ethical mining of key battery resources, such as lithium ores, it has since
been expanded to also include the verification of batteries for counterfeit variants and the on-premise
or online digital storage of battery lifecycle data to support the concept of a battery’s second life [17, 2].
In the coming years, we should witness the adoption and use of battery passports, but there are still
many challenges that need to be addressed, especially related to battery data sharing and management.

The role of BMS. Battery packs are, in themselves, very simple devices with limited ability to oper-
ate independently and communicate with the outside world. Their main purpose is to serve as a power
source and provide sensor data. Based on this sensor data, they are regulated and controlled by a cen-
tral device called BMS [18, 19]. This device is pivotal in our discussion because it provides a central
connection point between the outside world and the internal environment of the battery cells. The use
of BMS is becoming increasingly important as they act as a bridge between the battery cells and the
end users. These users, either OEM or private EV users, can benefit from the data obtained to support
the concept of efficient battery use and second life. A BMS would sample the data from the battery
pack and afterwards share it with outside systems, but the current models lack the proper design to ex-
ecute this activity properly [20]. The reliance on traditional wired connectivity between BMS modules
limits the possible use cases for the internal and external sensor readouts, with new solutions being
necessary [21, 22]. Many industries today, hence, try to switch to wireless use with BMS as an answer
to the ever-growing market demands [23, 24]. A similar interest can also be seen regarding the general
BMS research field. As an attractive modern topic, there has been a rapid growth of publications in
the BMS research field in the context of EV, with a linear increase of total published papers observed
over the last ten years [25]. However, there has been a significant lack of papers concerning the secu-
rity of BMS. One of the reasons is that the majority of published papers focus on conventional BMS
concepts concerning chemical, mechanical, and electrical features, rather than concepts dealing with
digitalization and connectivity expansion [25, 26, 27]. Furthermore, the expansion of services and con-
nections coming from in and out the BMS is directly related to an increase of potential vulnerabilities
and threats [28, 29, 30]. Similar to the initial security observations regarding smart power grids [31, 32],
the security with BMS is often neglected due to its perceived complexity and cost requirements. Nev-
ertheless, threats exist, and they will certainly become more prominent with the future realization of
the aforementioned battery pack and BMS use cases. For one, a potential attacker would try to pry
for vulnerable access to the system for the purpose of capturing a module, manipulating the system
data, or compromising the user’s privacy. The motivational aspect of these attacks could range from
industrial espionage, extortion, or simply vandalism. Thus, for a modern BMS design, it is necessary to
provide the authenticity of each internal and external module of communication and guarantee a safe
and secure transfer of critical system and sensor data from their source to the end systems.
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1.2 Context and Domain

This dissertation was carried out at the Institute of Technical Informatics at Graz University of Tech-
nology, in collaboration with NXP Semiconductors Austria GmbH Co & KG as part of the project FFG
SEAMAL BMS 1 for the first period between August 2020 and October 2022, and EU KDT OPEVA 2 from
January 2023. NXP Semiconductors is one of the leading firms in developing solutions for modern ve-
hicle BMS. They have supported the project by providing industry insights, real-world use cases, and
state-of-the-art BMS devices and modules for the purpose of emulating and testing the developed solu-
tions. The publications and scientific work within this dissertation have advanced the idea of secure and
wireless BMS system design and influenced further investigations, research, and product investments.

1.3 Problem Statement

Traditionally, BMS have been simplistic controllers that dealt mainly with analog data and local safety
and functional control of battery cells, which involved charging, discharging, cell balancing, monitoring
sensor thresholds, and diagnostics [33]. Over time, more functions were added, such as constant cell
monitoring, thermal management, and battery parameters estimations such as state of charge (SoC)
and state of health (SoH) [34, 26, 35, 36, 33]. The inclusion of many modern functions has opened
the door to several new challenges that have not yet been considered when looking at current BMS
model derivations. BMS are limited in computational power and memory space, as well as extension
capabilities [20]. Therefore, it is of utmost importance to carefully disseminate the relevant challenges
when dealing with new BMS functions and applications.

In relation to modern BMS challenges, we are interested in the security aspects of BMS. The se-
curity of BMS is still a largely unexplored field. Despite several research papers focusing on surveys
and theoretical analysis of security threats and defense requirements, no work has yet been published
that considers the security architecture for smart and extended BMS in terms of their system design
perspective and real-world implementation use cases. As BMS become more complex, they also inter-
act with other systems and become a part of larger networks. In this context, we can no longer view
BMS simply as an individual system, but rather as part of a larger technological ecosystem. We observe
this concept through the propagation of data entering and leaving a BMS. At a source point, the BMS
contains several modules that are enclosed and propagate its data from the battery pack sensors to the
external world. At the next level, we find the internal network, e.g., a vehicle network, and finally at
the top layer we can find remote end systems and services.

In the following three sub-sections, we focus on explaining different challenges and established re-
search goals by examining each layer of secure BMS data propagation, while also deriving the research
questions. The summary of this outlook is shown in Figure 1.1. It represents an inverted triangle where
the size of each layer correlates with the amount of processed BMS data. The first research objective is
to investigate security considerations for only singular BMS. The next layer considers local networks
through which multiple entities and BMS may communicate. Finally, at the third and largest layer, we
consider communication between multiple systems, such as vehicles, considering one or more BMS.

1This work is supported by and received funding from “EFREtop: Securely Applied Machine Learning - Battery Management
Systems” (Acronym “SEAMAL BMS”, FFG Nr. 880564).

2This work is supported by the OPEVA project that has received funding within the Key Digital Technologies Joint Under-
taking (KDT JU) from the European Union’s Horizon Europe Programme and the National Authorities (France, Belgium,
Czechia, Italy, Portugal, Turkey, Switzerland), under grant agreement 101097267. Views and opinions expressed are how-
ever those of the author(s) only and do not necessarily reflect those of the European Union or KDT JU. Neither the
European Union nor the granting authority can be held responsible for them.
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Research questions. Based on the problem statements, we derive three research questions (RQ):

RQ1 How to implement a unified and secure wireless battery management system design for the in-
ternal sensor and external diagnostic communication?

RQ2 How to design a lightweight security architecture for battery management systems for local net-
work communication?

RQ3 How to realize an efficient and secure design for battery management system data acquisition
and propagation to external end systems and services?

BMS
Sub-system

Local Area:
In-vehicle network

Wide Area:
External Services RQ3

RQ2

RQ1

Data progagation size and influence from

one BM
S to m

ultiple over a wider area

Figure 1.1: Reverse triangle representation of the BMS data propagation impact from source to the remote services.
Each layer is observed as a separate research question in terms of the system design security: RQ1 - concerns one
BMS sub-system with battery cells and sensors, RQ2 - local, e.g., vehicle network that can contain multiple BMS
or related control units, RQ3 - wide area with remote and cloud services, covers multiple BMS and host systems.

1.3.1 Secure wireless internal and external BMS readout design

When discussing the security aspects on the BMS sub-system layer, one needs to study data propagation
in relation to the module deployment and also account for the communication design. Traditionally,
BMS rely on the wired and segmented communication between modules starting with battery cell
sensors. However, there are several limitations when using the traditional wired communication design
with BMS [22, 37, 38, 39, 40]:

• Assembly cost. The current wired BMS solutions are costly as they require additional manufac-
turing steps when installing the small and specialized printed circuit board (PCB) both inside and
outside battery cells. The need to wire every individual sensor with the communication interface
is also design-demanding and can often result in a non-optimal placement of the sensors in the
battery cells’ housing. This increases the overall cost of the design as special adjustments need
to be made on the PCB-level during the automated manufacturing process [38].

• Scalability. With the realization of new BMS functionalities and use cases discussed earlier, BMS
are becoming larger and more complex. The current design and topologies suffer from increased
maintenance complexity [41]. They can also result in several other drawbacks such as electro-
magnetic interference and physical connection failures [42].
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• Placement and area. Wires require more space and add additional weight. The placement of mod-
ules, and sensors, in particular, adds an additional layer of complexity. In certain circumstances,
the use of physical wires may also interfere with the vital placement of battery sensors, reducing
the overall precision of the BMS diagnostic functions.

Table 1.1: Wireless technology challenges that need to be addressed when considering system design for BMS.

Challenge Deployment Description

Restricted

throughput

Internal
Data throughput rate from the sensors to the BMS should meet the
required functional requirement transfer rates [22, 40].

Interference

Internal &
External

Intereference can happen between technologies that use the same
frequency band, e.g., 2.4 GHz, which is used by LR-WPAN, Blue-
tooth, ZigBee, and WiFi [43, 44, 45, 46].

Multipath

propagation

Internal
The communication needs to be reliable even under the enclosed
obstructive environment [37].

Widespread

availability

External
The system design and protocols need to be supported across a large
plethora of portable devices.

Wake-up

Internal &
External

To reduce the connections with battery cells, and support sleep
slates, the design should provide a reliable wake-up feature.

Security

concerns

Internal &
External

Wireless networks are vulnerable to eavesdropping, node capturing,
remote attacks, and other malicious incursions [47, 48, 49].

In order to alleviate the limitations imposed by a wired design, it is possible to replace it with a wire-
less one. However, choosing a wireless technology is not an easy task, as there are several challenges to
be taken into account when addressing our research goal in relation to the intended use cases. The goal
is to find a solution that replaces the current costly and high-maintenance wired design with a wire-
less design and also works for both communication aspects related to BMS, i.e., internally, between the
sensors and the battery pack controllers, and externally, with diagnostic readout devices. For both in-
ternal and external communication, there are two main use cases to consider. One, which is concerned
with the intra-module battery cell sensor readout, traditionally relying only on the wired analogue
connections, and two, external diagnostic readout for battery health and status analysis. The external
diagnostic readout use case is becoming more and more important as it is one of the desired applica-
tions that complement primarily the battery passports, but also battery second life, battery swapping,
and charging use cases. Both the internal and external wireless challenges are listed in Table 1.1. Based
on these aspects, the first research question is formulated as follows.

Research Question 1

How to implement a unified and secure wireless battery management system design for the internal

sensor and external diagnostic communication?

Under “unified”, we consider a centralised system design solution that is able to meet the challenges
and requirements of both data readout approaches by relying on a cost-effective and flexible wireless
design. A unified design provides a better balance of production costs and helps avoid interference that
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can occur with different wireless technologies. This also means relying only on one wireless technology,
as opposed to multiple ones, under the same communication environment.

As an alternative wireless approach and potential solution, we consider radio-frequency identifica-
tion (RFID) technologies. RFID offers a short-distance communication that suffices for BMS use cases.
Specifically for our targeted application, near-field communication (NFC) can be used as it offers a rel-
atively short, but secure and robust connection interface. Currently, open questions remain regarding
the necessary design considerations, performance overview, implementation requirements, and design
requirements tied to the security aspects and newly open threats that arise from using NFC within the
BMS environment. A research investigation should be carried out aimed at answering system design
questions when considering NFC and similar RFID technologies.

To provide a complete design, a thorough security threat research analysis must be conducted that
takes into account the use of modern BMS with the NFC technology. The expansion of BMS func-
tionalities also expands the possibilities of potential attack vectors. An attacker could manipulate the
temperature sensor values, leading to false detection of thermal runaway, or completely mask real dam-
ages [50]. A security model solution must be provided to mitigate security threats. Since these devices
are produced in large quantities and typically have one communication interface point per one or more
battery cells, research should consider a lightweight security architecture that provides security at the
device authentication level and the data security level while being performance- and cost-efficient.

1.3.2 Security architecture for BMS network communication

The traditional deployment of BMS limited its interaction with external devices. However, with the
increase in complexity, BMS are found communicating with multiple devices as part of a local area net-
work. For vehicles, this could be an internal bus network connecting several or all Electronic Control
Unit (ECU) components. From our perspective, the main communication from BMS would come with a
central gateway unit, eletric vehicle charging controller (EVCC), the main engine ECU, the dashboard
controller, and any external device for the purpose of diagnostic analysis or updates. By opening up,
BMS have become vulnerable, and adequate protection against malicious attacks must be ensured [30].
Based on the current State-of-the-Art (SotA) on BMS and similar control systems, we identify the fol-
lowing main threats when considering a local network that can be initiated either remotely or locally
with previously obtained unauthorized access [51, 29, 49, 52, 53, 54]: (i) attack on data integrity during
configuration and updates, (ii) espionage, i.e., eavesdropping, (iii) compromise of security materials or
exchanged data via Man-in-the-Middle (MitM) attacks, (iv) physical device compromise.

Simply relying on traditional security principles and architectures may be tempting, but relying on a
purely asymmetric cryptographic security suite, such as a complex Public Key Infrastructure (PKI), can
lead to many pitfalls and problems down the road. Maintaining certificates and other cryptographic
material can be very difficult, inaccurate, and detrimental to the user experience, especially in vehicles
where starting and driving the vehicle depends on security verification. In addition, many traditional
PKI are resource and performance intensive and might not be usable under standard vehicle and BMS
environments. This does not mean that asymmetric cryptography should be ignored, but rather adopted
with the use of symmetric cryptography approaches for simpler, but still secure, design models. Based
on these challenges, the second research question is derived.

Research Question 2

How to design a lightweight security architecture for battery management systems for local network

communication?
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1.3 Problem Statement

From the research question formulation, under local network communication, we consider the com-
munication architecture with in-vehicle local networks, e.g., bus systems, as the most important use
case of complex BMS applications. However, the presented design should also be applicable to other lo-
cal networks, e.g., for smart power grids, as long as they meet the targeted system design requirements.
For this study, the following research requirements were derived from the posed research question.

Research requirement 1. The research investigation should be focused on “lightweight” aspects,
i.e., it is intended to observe BMS as a constrained embedded device. A few BMS today have the
performance capabilities in running high-end security protocols and hosting demanding security
architectures, with most of them still being hosted by limited microcontroller unit (MCU), similar
to the ones found in other ECU. The targeted security mechanisms need to consider these aspects
and allow for the functional execution of standard BMS system monitoring and diagnostic service
controls under the introduced security load.
Research requirement 2. The security architecture should not only be lightweight, but also
provide full protection against established BMS security threats by protecting the devices and
the data in terms of confidentiality, integrity, availability, and authenticity.
Research requirement 3. The design should be flexible in terms of updating and providing
new extensions, both from the security configuration side, but also from the general system and
network side. This could be seen by changing certain control units, communication protocols, or
even changing the network or BMS topology.

1.3.3 Secure BMS data acquisition and propagation

As we have discussed, the production and use of battery cells for EV and other applications has in-
creased dramatically in recent years, with no sign of decline [5, 3]. Accordingly, solutions are being
analyzed that would enable easier and more efficient replacement of battery packs at the end of cell life
for the purpose of reducing global waste [11, 13]. This process requires easier tracking and monitoring
of batteries through their linked BMS controllers.

However, battery lifecycle tracking for second-life use presents one of the major BMS-associated
challenges today. Battery lifecycle tracking needs to account for functional accuracy, lightweight and
pervasive use, not interfering with safety BMS functions, adequate data storage and propagation, flexi-
ble and adaptive readout communication technology, and above all, security design for both the device
and data reliance. Currently, there is no standard that addresses BMS for large-scale applications and
extended functions [26]. And thus, we come to our third and final research question.

Research Question 3

How to realize an efficient and secure design for battery management system data acquisition and

propagation to external end systems and services?

We see two major groups of challenges associated with the third research question that need to be
addressed when considering external services and data propagation with BMS:

Challenges with “BMS data reliance”. Modern BMS generate large amounts of data due to
their monitoring and diagnostic processes. A key factor in system design is to provide efficient
and accessible logging of BMS data [55, 25]. Relying only on local storage modules would prove
insufficient, as they most likely would not possess enough storage memory to support a battery
pack during its entire system lifetime or be able to meet the requirements of the battery passport
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initiative [15]. Therefore, to support full logging services, we might want to also rely on modern
cloud connectivity, a concept that is gaining ever-more prevalence also in other fields of BMS
research [56, 57, 58]. However, relying only on pure cloud connectivity for BMS data propagation
has three major disadvantages [55, 59]:

1. Cloud services require a continuous internet connection, which might not always be avail-
able, e.g., in case of an incident in a tunnel, in which important event data would be lost.

2. More transmission layers also mean higher delays and interruptions with other processes.
3. Cloud bases are tied to particular owners, where in case of changes in data legislation or

business model, BMS-related data might be impacted and made temporarily inaccessible.

Challenges with “BMS security”. As with the previous research questions, the proposed sys-
tem design needs to be able to provide both adequate and lightweight security. Most research
on BMS cloud connectivity does not consider security leaving this question open. Security for
BMS data transfers must consider all layers of data transmission, with each layer providing ad-
equate authentication and secure data transfer [55, 49]. Data confidentiality must be ensured in
the external services, as the devised BMS data blocks must only be able to be read by authorized
parties, which is ensured by the appropriate secure BMS data block design.

Based on the set challenges, we want to investigate and propose a design solution for the implemen-
tation of secure data acquisition that considers both on-premise and cloud data transfer [60].

Secure Battery Management
Systems Architecture

RQ3: Secure BMS Data
Acquisition and

Propagation

Wireless Battery
Cell Sensor Readout

Wireless External
BMS Status Readout

Establishing Secure
Communication

Channel

BMS Extended
Service for Battery

Passports

Lightweight Security
Protocol for Ext.

NFC Readout
NFC Design for BMS
Diagnostic Readout

Lightweight Device
Authentication

BMS Certificate
Architecture

Dynamic Secure
Session Protocol

BMS with Cloud 
Security Concepts

Secure Battery Management
System Architecture

RQ1: Secure Wireless
Internal & External

BMS Readout Design

Secure BMS Data
Structure

Design Patterns for
Secure Logging

Secure BMS Block
Chain Structure

NFC Design for BMS
Sensor Readout

Battery Cell Pack
Verification

RQ2: Security
Architecture for BMS

Network Communication

BMS Verification on
the Network

Static Secure
Session Protocol

Bottom-Up BMS
Data Propagation

Figure 1.2: Graph presenting the core dissertation hypothesis subdivided into research questions, research sub-
questions, i.e., research goals, and overview of the resulted contributions, in that hierarchical order.

1.4 Contributions

To answer the previously stated problem statements and research questions, several contributions were
made during the scope of the long research process. They are contained under the research sub-
questions, which are considered as “research goals”. Figure 1.2 provides an overview of the related
contributions for each set of research goals, where each research goal is derived from specific research
questions centered around the research field of Secure BMS Architecture. The research goals and their
contributions are further listed and described in more detail.

During the work on the dissertation, a goal was set to allow for a reusable design between different
derivations of the BMS topology and to meet not only current but also future system requirements.
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Figure 1.3: Overview of the research contributions on proposing system design guidelines for the secure BMS
and its extended network. It consists of a BMS environment, an in-vehicle network, and external cloud services.

Effectively, any engineer wishing to build a secure and robust BMS with extended service connectivity
to the outside world and wireless connectivity for internal and external readouts can be guided by
the insights gained in this dissertation. To this end, we have created a list of key system components
and security propositions embedded in the conventional BMS, vehicle, and cloud design, as shown
in Figure 1.3. The Figure contains the main three domains of interest previously discussed, starting
with an BMS sub-system environment encompassing contributions to Research Question 1 (RQ1), the
In-vehicle Local Network domain with contributions to Research Question 2 (RQ2), and finally, External
Services with a focus on cloud extensibility with contributions to Research Question 3 (RQ3).

1.4.1 Wireless battery cell sensor readout

The use of wireless technology with BMS is becoming an attractive topic within the research commu-
nity, with several concepts and designs published by both academia and industry. However, the use
cases considered are limited to intra-module communication only. Most system design solutions still
rely on wired communication between battery cell sensors and module controllers, but as mentioned in
the problem discussion above, this imposes many limitations on the design of modern BMS. In addition,
the solutions offered for sensor readout systems do not take into account the security requirements of
modern battery packs. Here, the most important aspect is the validity of the battery packs, which
should be checked via the adjacent interfaces. Therefore, in the presented research, we focus on pro-
viding an adequate system design solution for wireless sensor readout by also considering battery cell
pack module verification. In response to the presented limitations for wired and wireless sensors, we
present a system architecture that uses RFID, specifically NFC. Wireless NFC technology offers rela-
tively low-cost system design solutions based on active/passive readout with the potential use of energy
harvesting, decoupling them from main power sources and allowing flexible sensor placement within
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batteries. It also offers better security features compared to most other wireless technologies thanks to
its short communication range and frequency band.

Novel concepts. We are the first to deploy NFC as a wireless communication technology for BMS for
the targeted use cases. As mentioned in a recent study on wireless BMS [22], the use of RFID, especially
NFC, with BMS is a relatively new area of research with very little previous work. To complement this,
we contribute with a NFC-based system design solution by focusing on the use of design applicability
and exchange protocol, as well as an authentication model to verify battery pack validity. We experi-
mentally demonstrate the applicability of the presented solutions as part of the BMS test prototype and
evaluate it in terms of its system performance and response to security threats.

1.4.2 Wireless external BMS status readout

In the future, rechargeable batteries will be used as portable devices that can be quickly replaced, either
between charging stations, or after the capacity has degraded, to be stored for an extended period of
time before being reused for second-life use in other application systems. To extend the wireless readout
of the battery cell sensors and complement the unified design, which is one of the focus points of the
first research question, we rely on NFC technology. Using NFC for external readout provides flexibility
that can be easily achieved by using many NFC-enabled devices, such as mobile phones, for quick and
easy readout. However, because the communication would be done with an external device, a full
security suite including data authentication and provision of a secure channel must also be considered.

Novel concepts. We are, to the best of our knowledge, the first to introduce a secure and wireless
system design for external readout of BMS and battery pack modules. We also contribute with a novel
security layer with a dedicated data structure on top of the NFC link layer and a lightweight protocol
design for secure communication. We demonstrate and analyse the communication experimentally
using real hardware. The communication is also analysed in terms of wake-up procedure to consider
sleep states with two proposed models evaluated based on measured wake-up cycles and energy draw.

1.4.3 BMS verification on the network

Communication in a closed local area network relies on verification and knowledge that each device
participating in it is valid. To achieve this, we rely on the use of novel implicit certificates, in particular,
the Elliptic Curve Qu-Vanstone (ECQV) scheme. Implicit certificates have an advantage here in that
they are smaller and more efficient than explicit certificates and their associated schemes. While the
use of ECQV in vehicular networks has already been proposed, no work has yet been done that consid-
ers the use of these types of certificates and their security schemes with BMS and related services. In
addition, we consider an efficient and lightweight device authentication protocol that precedes certifi-
cate generation and exchange. Once authenticated, devices receive implicit certificates from a secure
gateway Certificate Authority (CA) that allow them to derive their public/private key pair, which can
then be used for in-network authentication and session key derivation.

Novel concepts. We propose and demonstrate the realization of a complete lightweight security
suite with device authentication and certificate derivation based on the ECQV scheme for internal
system networks that consider the BMS as an integral unit of the network. To the best of our knowledge,
we are the first to present a complete security suite for BMS with an implicit certificate architecture.

1.4.4 Establishing secure communication channel

After devices on a network have been authenticated, they can communicate with each other. A BMS
may want to communicate with a central gateway for the purpose of sending valuable diagnostic data
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for predictive maintenance in cloud services or communicate with a EVCC during the charging process.
Device communication requires establishing a secure session with a dedicated session key. We focus on
exploring and deriving two future-proof approaches for this activity: a (i) static key derivation (SKD)
method and a (ii) dynamic key derivation (DKD) method that also provides perfect forward secrecy,
albeit with a slightly increased overhead. Both methods are based on the previously established implicit
certificates and the ECQV scheme. The SKD method is based on the Diffie-Hellmann method with
Elliptic Curve Digital Signature Algorithm (ECDSA) authentication while using implicit certificates.
The DKD method is a novel method, not presented before, based on the proven Station-to-Station (STS)
protocol for forward secrecy. Since the time execution is of paramount importance, we also focus on
deriving and providing additional optimization steps for the DKD method.

Novel concepts. We are the first to present the secure session establishment for BMS with implicit
certificates. We are also the first to present the DKD protocol for the ECQV scheme using the STS
protocol. No previous work has combined these approaches. In addition, we also demonstrate and show
the performance and evaluation of the aforementioned methods in both automotive implementations
using the Controller Area Network (CAN) protocol between BMS and a hypothetical EVCC, as well as
in other embedded devices to accommodate different controllers with varying performance levels.

1.4.5 BMS extended service for battery passports

BMS generates a large amount of data during the lifetime of each battery pack. This data would be
processed, stored, and then processed again both on the local on-premise site and on external cloud
and end-user systems. With the introduction of battery passports and similar initiatives, the use cases
of BMS have expanded and must now accommodate the new security requirements. The work in this
dissertation serves as an extension of many other published research contributions in the area of BMS
cloud services that focus on data-driven models and cloud-enhanced algorithms. What we present is
a hybrid layered model for a secure BMS cloud architecture. Security is analyzed at different layers,
considering both the BMS sub-system, secure local gateway, cloud service, and users’ end systems. The
integration of the logging function with the BMS would need to be done in the manufacturing phase to
address the system design specifications. Here, we analyze and discover two design patterns that can be
used at the system architecture level: (i) Embedded Platform to Memory (EP2M), a pattern for efficiently
designing an on-premise data logging system, and (ii) Secure Embedded Logging (SEL), which provides
design guidance for establishing a secure pipeline between main controllers and storage units.

Novel concepts. To the best of our knowledge, this is the first contribution in the field of cloud and
external data processing for BMS that proposes a system design for secure data logging and propagation
from battery cell sources to end systems. To support the design for secure on-premise data logging, we
also present two design patterns and show their applicability with the BMS.

1.4.6 Secure BMS data structure

At the time of writing, there is not a clear solution for a secure data structure that addresses the handling
and storage of BMS diagnostic data across multiple systems and different BMS topology derivations. A
common data structure would be a necessity for the upcoming battery passport regulation, as it would
allow for easier transfer and encoding between different OEM and users when transferring battery
packs between different use cases and systems. Our goal is to propose a general BMS data structure
that is independent of any topology or use case and that can be used to handle BMS monitoring and
diagnostic data, while also taking into account the necessary data security requirements, i.e., user pri-
vacy, data integrity, and authenticity. The BMS diagnostic data stored with our proposed secure BMS
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data blocks can be used as intermediate storage for higher safety regulation and further distributed
to external systems, e.g., an external reader, or a cloud system. The data structure is hierarchical and
considers the connection between log data blocks, BMS blocks and system blocks, considering both the
extension of the necessary static metadata of the battery passport and dynamic diagnostic data.

Novel concepts. The work in this dissertation is the first to propose and demonstrate a secure
BMS data structure design based on generated blocks and inter-connected chain principle. The data
blocks consider a hierarchical structure and data exchange with on-premise, intermediate, and cloud
data propagation layers, and are designed to be adaptable to different topologies and use cases.

1.5 Outline of the Dissertation

The remainder of this dissertation is structured as follows:

• Chapter 2 describes the fundamental knowledge for this thesis. This concerns background
knowledge on BMS, its functionality and topologies, wireless technology, especially NFC, and
security models and cryptography.

• Chapter 3 includes the relevant related work for this dissertation. Primarily, it deals with
wireless BMS, security investigations for BMS and vehicle systems, NFC and its security models,
and implicit certificates as one of the core security topics behind the realized architecture.

• Chapter 4 discusses the first part of the design. It explains the security and wireless connectivity
using NFC with BMS, its system design, data structures, and security models, and deals mainly
with the contributions associated with the first research question.

• Chapter 5 deals with the second part of the design and presents design contributions associated
with the second and third research questions. It presents how the security architecture has been
developed for the BMS that includes the realization of security requirements, central security
architecture for authentication and secure session derivation, secure data structure, and system
design for external and secure cloud data propagation.

• Chapter 6 explains the practical contributions behind the dissertation by discussing the realized
and used test suite implementation that emulates the use of the presented design solutions in
a real-world environment. It presents different layers of development, important hardware and
software building blocks, code realization, and developed protocols and data structures.

• Chapter 7 shows the experimental research analysis by a conducted evaluation relying on both
practical and analytical tools. The evaluation considers all the major building blocks of the system
design solution and it is divided into performance and security evaluation sections.

• Finally, Chapter 8 presents conclusion and future work that summarize the research inves-
tigation, solutions, and results realized in this dissertation, as well as the recommendation on
current and future open research points.

• In the Appendix, the full texts of eight published papers are attached that have been written
during the duration of this dissertation, together with the respective summaries and descriptions
of personal contributions.
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CHAPTER2
Background

Summary: This chapter provides a summary of the theoretical fundamentals behind the concepts discussed

in this dissertation. It begins with an overview of what BMS are and the important aspects considered in

the research, including the battery passport and second-life use cases, before addressing the security and

NFC aspects as one of the main building blocks of the proposed design. This chapter serves as a reference

point for the topics mentioned in the rest of the dissertation.

⋄ ⋄ ⋄

2.1 Battery Management Systems

BMS are control devices responsible for monitoring and safety regulation of battery cell use [18, 19, 61].
Battery cells are connected either in series or in parallel and are part of a battery pack. A battery pack
can contain multiple battery cells and is monitored by intermediate modules or the BMS itself [33, 61].
The primary function of a BMS is to monitor and control the power supply to the battery cells for
the system that uses them. However, it can also control various safety control mechanisms, such as
breakers, if potential hazards are detected. In this way, a BMS is able to shut down modules that exhibit
abnormal behaviors [26]. They can also activate or affect other safety control systems, such as cooling,
to control the temperature inside the battery packs. Table 2.2 shows the three main monitoring BMS
groups and the associated protection mechanisms.

A BMS ultimately monitors important parameters of the cells, including their charge, voltage, ca-
pacity, temperature, pressure, and derived parameters such as SoC, SoH, depth of discharge (DoD),
charging period, etc. The purpose is to ensure that the higher-level system, such as an electric vehicle,
maintains its optimal use of the batteries [62]. They help prevent overcharging and over-discharging,
which can lead to various problems, such as the degradation of the batteries’ health [63] or, in the
worst case, the thermal runaway caused by the rapid rise in battery cell temperature [26, 50]. They are
also responsible for controlling charge equalisation, i.e., ensuring that the battery charging process is
uniform across all cells. Table 2.1 lists the main BMS functions regardless of their topology or use case.
Here we can see that the most important protection points are in the battery itself. An BMS works by
protecting the connection points. If a less significant issue has been detected, a warning may be issued.
If a more serious problem exists, the BMS has the ability to control the power deliverance, by either
shutting down the system with a breaker or using a more controlled mechanism. BMS are irreplaceable
controllers for Lithium-ion batteries (LIB) and other battery types used in a wide variety of systems
today, but mainly among EV, smart power grid subsystems, home grid systems, and battery energy
storage systems (BESS) [62, 58, 64, 61, 33].
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In recent years, digitization has become more and more prevalent in traditional analog systems.
BMS are no exception. Here we see the expanded use of external systems, such as the cloud, to provide
advanced services:

• Profile tracking: tracking of individual user profiles based on their interaction with the targeted
use case, e.g., vehicle battery usage for individual drivers. The established profiles can be used
for more accurate predictions in the future or as input to diagnostic synchronization algorithms
intended for vehicle fleets [41, 27, 58].

• Predictive maintenance: using the cloud as a collection of more powerful devices to run and
predict key BMS diagnostic parameters such as SoC or SoH. These can be run as independent
processes or in parallel in the form of digital twins [56, 65, 57].

In this dissertation, the use of the aforementioned advanced BMS functions is extended through
design and implementation extensions with wireless readout, secure data processing, and a BMS data
structure based on the chain principle, as seen in Figure 2.1. The use of secure data processing allows
the received and derived observed BMS and battery data to be processed and transferred into secure
blocks, via secure interactions with both internal and external components. The external readout relies
on wireless technology or processing via a gateway, i.e., a cloud service, to extend the tracking of
important battery pack lifecycle data.

Table 2.1: Main BMS functionalities in a system responsible for managing a set of battery packs.

Function Parameters Description

Monitoring

Raw values such as cell voltage
and current, temperature, pres-
sure, etc.

The tracking of the main battery cell parameters.
Here, the prediction and analysis are done only
on a rudimentary level.

Diagnostics

SoC, SoH, DoD, charging time,
inner cell impedance, energy us-
age rate, etc.

Battery cells’ status estimation based on the cal-
culation of predictive values.

Cell balancing

Different parameters and indi-
cators, primarily the SoC

Control of the cell charging and discharging pro-
cess to ensure maximal battery cells’ lifetime.

Advanced BMS
Functions

Profile Tracking

Predictive
Maintenance

Secure Data
Processing

Wireless Readout

Chained Data
Structure

Figure 2.1: Advanced BMS functions derived from the ever-increasing digitalization of the BMS and their exten-
sions. We observe two main use groups, one for battery profile tracking, and the other for predictive maintenance.
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Table 2.2: BMS active monitoring parameters.

Target Monitored parameters Protection

Battery power

Under- & over-voltage, under-
& over-current

Breakers and relays that can close the main con-
nection between the battery packs and the re-
mainder of the system.

Battery sensors

Low & high temperature, pres-
sure changes

Breakers for immediate safety control, observed
control of temperature cooling.

Operational

Grounding issues, current leak-
age, charging time, etc.

Different charging and balancing policies, warn-
ing status observation.

BMS can be deployed in a variety of network topologies. Each topology has different advantages
and disadvantages and is characterized by its communication flexibility, size, cost, extensibility, and
reliability. There is no clear answer to the question of which topology is better, but its use depends
on the intended use case. In the literature, there are some differences in the description and naming of
each topology. In this dissertation, the four most commonly used BMS topologies today are considered,
namely [26, 22, 66, 67, 68]:

Main
BMS

Controller

External

Sensors

Figure 2.2: BMS centralized topology.

a) Centralized - Considers a single BMS con-
troller that communicates with and manages all
battery cells. Since all functions are concentrated
in one main BMS controller, this type of topol-
ogy is not suitable for large systems because it
would require a more powerful controller and
would also radiate more heat due to its multi-task
configuration. It also requires many communica-
tion channels, one for each cell and sensor, and
therefore, does not scale well with the increase
in the number of battery cells. The advantage of
this topology is that it is a cost-effective solution
suitable for less demanding systems.

Main
BMS

Controller
Follower 

BMS
Follower 

BMS

External

Sensors

Battery
Pack

Figure 2.3: BMS modulated topology.

b) Modulated - There are several different
specifications of how a modulated topology is de-
scribed. In this work, it is considered a topology
in which several equivalent control units are used
instead of one central unit. Among them, one
leading controller is selected, while the rest are
followers. Each controller is connected to the next
one. There is also an alternative modulated star
topology where each follower is connected to the
leading controller. This topology provides a good
balance between price and performance.
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Main
BMS

Controller

External

BPC BPCBPC

Figure 2.4: BMS distributed topology.

c) Distributed - This topology is very simi-
lar to the modulated, but rather than having sev-
eral modulated BMS control units, smaller bat-
tery cell control units are used that communicate
only with adjacent control units [68]. We call
them Battery Pack Controller (BPC) 1. Each BPC
observes one battery pack that consists of several
battery cells and sensors. They are often con-
nected in a daisy chain, meaning that the main
BMS controller only communicates directly with
the first and last BPC. This allows for better fault
tolerance, but they are generally more costly and
envisioned for more complex systems, e.g., vehi-
cles. This is also our main reference topology.

Main
BMS

Controller

External

Main
BMS

Controller

External Modules,
Sensors,
Cells

Modules,
Sensors,
Cells

Figure 2.5: BMS decentralized topology.

d) Decentralized - Rather than relying on
only one main BMS controller, the decentral-
ized topology allows the use of several BMS con-
trollers, either independent or dependent on each
other, as part of one overarching system. A
decentralized topology can consist of multiple
centralized, modulated, or distributed topologies.
The advantage is allowing better distribution of
battery cells in an environment, but this approach
adds extra complexity and potentially cost.

Standardizations Overview

Several standards have been published associated with electric vehicles and batteries in general [12, 26].
We will list only some of the relevant ones here. Standards related to safety, security, and NFC wireless
connectivity are mentioned in their respective chapters. International Organization for Standardiza-

tion (ISO) 6469-1 [69] specifies requirements for in-vehicle rechargeable energy storage systems, includ-
ing consideration of electrical, functional, and simulated accident requirements. Similarly, ISO 6469-3

[70] expands the specification by focusing on electrical safety requirements, e.g., safety requirements
against electrical and thermal incidents, which primarily apply to EV. Society of Automotive Engi-

neers (SAE) J2288_200806 [71] presents a set of methods for determining the lifecycle of a EV battery.
IEEE 1679.1 [72] refers to the use of lithium batteries in stationary applications and provides their func-
tionalities. In this standard, BMS is also referred to as an active management system.

2.1.1 BMS Data Structure

The vehicle ECU may periodically store relevant driver parameters in event data recorder (EDR) units [73].
These may or may not be connected to black boxes, devices that contain information from event reg-
isters, and can be used to assess the driver’s condition after an accident [74]. While BMS are a part of
the vehicle and their diagnostic data may or may not be collected by the assigned EDR, there are also

1Throughout this work, I will be referring to BPC as the intermediate control module devices responsible for charge balanc-
ing control and sensor data gathering of a group of battery cells. In literature, this module can be found under different
names, such as Battery Cell Controller (BCC) or Cell Control Unit (CCU).
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Battery Pack
Controller

Battery Cells

Battery Pack 1

Battery Pack
Controller

Battery Cells

Battery Pack 2

Battery Pack
Controller

Battery Cells

Battery Pack 3

Main BMS
Controller

Monitoring
Diagnostic

Fault

Sample Time: 0x1

BP1

BP2

BP3

Sample Time: 0x...

BP1

BP2

BP3

Figure 2.6: BMS data sampling model for distributed topology: The main BMS controller gathers the tracking data
from individual BPC and stores them from each sampling cycle. It is responsible for its storage and processing.

other use cases where the logging of BMS data can be of great benefit. For a BMS, as for any other
safety-critical system, it is extremely important to create log files that keep track of the system events.
The log files must meet security requirements for authenticity and integrity [75, 76]. When log data
is recorded, it must be ensured that it has not been altered since its original creation (integrity), and it
must be guaranteed that it originates from a valid entity, i.e., that it is not a forged or counterfeit entry.
Standard cryptographic schemes can be used for this purpose. However, this is not sufficient, as other
decisions must also be made that take into account the method of data storage, software and hardware
specifications, and the management of appending, tracking, and truncating cryptographically secured
log data. These design requirements will be considered in realizing the design of the BMS data structure
proposed later in this dissertation.

Independent of the topology and targeted use case, three main BMS data groups are observed:

a) Monitoring data - raw measured battery cell values, e.g., voltage and temperature.
b) Diagnostic data - derived results based on the internal analysis, e.g., detected over-voltage, under-

voltage, high temperature, battery capacity imbalance, etc.
c) Fault data - raw date detecting a specific fault; generally tied with respective fault registers.

Figure 2.6 graphically shows the data collection process of a distributed BMS. As can be inferred,
a BMS is responsible for managing a large amount of data. Each sampling time, which varies by the
system but is typically in the range of 100 ms up to 1 s, can generate as much as hundreds of bytes of
data per battery pack module. This data must be properly processed to accommodate both local storage
and remote transmission functionality.

2.1.2 External cloud connectivity

Cloud computing has evolved in recent years to include a large list of services. This refers to any service
that runs on external servers in data centers, hidden behind a wrapper from end users. They usually
involve collecting and processing large amounts of data, from Internet of Things (IoT) to large industrial
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systems [77]. Recently, many papers have been published focused on combining the BMS with cloud
concepts. The use of cloud service came out of necessity to extend the functionality of BMS, with
current on-premise solutions lacking computational power, storage capacity for logging activities, and
information distribution for easier user access [58]. Thus, the use of cloud systems with BMS enables the
collection and processing of a large amount of BMS data to enable services such as remote monitoring
and predictive maintenance, i.e., the advanced BMS functions mentioned in Figure 2.1 [78, 59].

Specifically, the use of cloud services with BMS enables [79, 58]:

• Using artificial intelligence models or digital twins for supporting the concept of battery cells’
lifecycle monitoring and predictive support [56, 78, 80, 57].

• Providing increased computational and processing power for calculating the targeted BMS diag-
nostic parameters, e.g., SoH or SoC [59, 80].

• Enabling additional monitor for fault detections and improving battery age via a more accurate
control of charging and discharging cycles [25, 57].

• Using the concept of “swarming” for data collection that can further be used for predictive main-
tenance or profile tracking when considering multiple systems, such as vehicle fleets [56, 25].

The importance of BMS cloud services has already led to several market solutions, such as the EV
Logger from CSS Electronics [81] that offers offline and online logging of dynamic EV parameter data,
with the BMS being one of the main units of interest. However, these only offer solutions per user
and vehicle and are tied to the product. A cloud-only solution is offered by Bosch as “Battery in the
Cloud”, which is extensible to multiple stakeholders [82], with NXP Semiconductors also tapping into
the market with digital twin and artificial intelligence services using BMS cloud connectivity [83]. It is
believed that in the coming years, more OEM and other industry and academic partners will invest and
collaborate on bringing cloud connectivity for BMS and related ECU as part of future EV development.

Figure 2.7: Batteries’ second life lifecycle: After failing below 80%, battery cells used in e-vehicles can be repur-
posed to be used in less demanding applications, effectively increasing their lifetime before eventual recycling.

2.2 Battery Passport and Second Life

The second use of batteries is a concept that suggests the use of rechargeable batteries even when they
are deemed inoperable for the current system in use [84, 14, 12]. An example would be EV, where
batteries can be repurposed for other applications such as home appliances or less-demanding smart
power grids before they are eventually recycled, as illustrated in Figure 2.7 [13, 85, 86].

Even when the same BMS and battery packs are present in two different EV, the rate of battery cell
degradation can vary significantly. Several factors influence battery cell degradation, the most impor-
tant being driving behavior, battery cell mechanical and chemical properties, and climate and weather
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factors, followed closely by BMS control characteristics and infrastructure, among others [87, 88, 89, 90].
These battery specifications help determine the classification of battery use cases, specifically under
which context they can be used with a “primary” owner and under which for the “secondary” owner
(for second life use case) [60]. Therefore, it is of utmost importance to be able to successfully monitor
and record the changes of battery cells during their lifecycle when they are used as part of different
utility systems.

The new European Union initiative proposes the concept of “battery passports” [15, 16, 91]. It entails
that all individual battery cells should be traceable by a uniquely assigned identification, preferably
readable by Quick Response (QR) codes. This is done to support the ethical concerns related to the
mining of minerals and elements needed for battery cell production. In addition, the concept of a battery
passport is also seen as a way to better regulate the use of battery cells, followed by second-life use and
finally recycling for the purpose of reducing environmental waste. In this context, the battery passport
is essentially a digital representation of a single battery cell that conveys important and relevant product
information [15, 17, 2]. Currently, consideration is also being given to using the battery passports in
conjunction with cloud systems, which could provide dynamically derived information in addition to
static data to better support the functions listed in Section 2.1.2.

This dissertation contributes to support the idea of the second life of the battery and presents solu-
tions that can help in the realization of applications for safer, and more secure tracking, storage, and
processing of battery-related lifecycle information. The solutions presented in this dissertation, espe-
cially those focused on external secure wireless readout, can be considered for future battery passports.

2.3 Security Concepts

Security is a set of concepts and methods that define how to analyze potential threats, assets that need
protection, and mechanisms of defence [92]. Under assets, we can consider any organization, user,
or device that needs to be protected. Threats are any form of compromise that can be misused by a
malicious party to attack assets. Under embedded devices, we often also see the term cyber-security,
which is used interchangeably.

Each security protection can be considered under a different attribute. For information security, these
can be grouped under the triangle of confidentiality, integrity, and availability (CIA). Furthermore,
in the context of this dissertation, it is important to also consider authentication, authorization, and
privacy [93, 94].

Confidentiality. Refers to an attribute of information protection that guarantees that no unautho-
rized party is able to read the information, i.e., the information can only be read by valid and intended
parties. Information that is sent over an unsecured channel is vulnerable and prone to passive attacks,
e.g., eavesdropping, and therefore must be protected, e.g., by encryption.

Integrity. The data and the information contained therein must not be manipulated or altered by
unauthorized entities. Any alteration that should take place should be detectable. Maintaining integrity
means that changes can be detected, but does not consider knowing its source.

Availability. Information should be accessible to valid parties at any foreseen time. Limiting or
completely obstructing this information from being accessed is considered an attack on this attribute.

Authentication. Only valid entities should be able to communicate and send information to each
other. The source sending the information must be valid. Even if the information is otherwise complete
and true, it is considered a violation of this attribute if it was not sent by a valid source. We often
consider two separate observations here: authentication of the source, i.e., the entity, and authentication
of the information itself.
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Authorization. The information can only be accessed from a specific access level. This level deter-
mines which information can be accessed from which valid entity. If the information is accessed by an
unintended entity, both valid and malicious, it is considered a violation of the attributes.

Privacy. Data, and therefore information, exchanged between two valid parties should be able to
convey the intended information without disclosing other undesirable information that reveals the
personal preferences of the parties. It takes into account the retention, storage and handling of data.

For a system to be made secure, it must be augmented with an appropriate security model or ar-
chitecture. Security engineering is a discipline that focuses primarily on tools, methods, processes,
implementations, and testing of security concepts when building a system [95]. Any secure system
development adheres to the following steps: (i) requirements definition, (ii) model specification, (iii)
secure system design, (iv) secure system implementation, and (v) secure testing.

2.3.1 Cryptographic primitives

To protect against security threats, appropriate countermeasures must be considered. Security mecha-
nisms are based on the implementation of different security models and architectures at higher design
levels and security functions and primitives at lower levels [96, 95]. Several different security concepts
have been considered throughout this dissertation, the most important of which are mentioned in this
section.

Under security, we generally consider two cryptography principles:

• Symmetric cryptography: only one cryptographic key is used for security operations for both
communicating sides, e.g. for encryption. Relying on this one shared secret reduces complexity
and is often more performance-advantageous, but it also places the weight of protection on that
secret. Symmetric cryptography, while it can be used to protect all security attributes, is today
mainly employed after the initial authentication has taken place, for communication in secure
channels and sessions.

• Asymmetric cryptography: two different cryptographic keys are used for security operations.
One is a private key and the other is a public key. The private key always remains hidden on
the entities side, while the public key is accessible to everyone, including malicious parties. The
private key is used for signature generation and decryption, while the public key can be used for
encryption and signature verification. Rivest–Shamir–Adleman (RSA) and Elliptic Curve (EC) al-
gorithms are prominent examples used under this cryptography [92]. Asymmetric primitives are
rarely used on their own and often employ PKI and “certificates” for the purpose of authenticating
public keys.

In this dissertation, both symmetric and asymmetric cryptography are considered. Symmetric cryp-
tography is used for parts of the BMS model that do not benefit from larger PKI architectures and where
performance plays an important role. Asymmetric cryptography is typically considered when employ-
ing the implicit certificate architecture discussed in Section 2.3.3 and for communication with cloud
and end-user systems.

Channel encryption

To protect the confidentiality of information, channel encryption can be used. Both symmetric and
asymmetric cryptography provide different encryption primitives and algorithms. Encryption can be
based on Stream or Block Cyphers. In this dissertation, we will rely only on block cyphers, in particular,
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the algorithm Advanced Encryption Standard (AES) and its modes of operation [97]. AES is the best-
known and most widely used block cypher today. Its advantage, besides its proven security, is its
performance and the fact that it can be easily implemented in hardware [95, 98]. However, conventional
block cyphers only protect the confidentiality of data, while for integrity and authenticity, additional
operations must be added to extend the functions, e.g., with Message Authentication Code (MAC), as
presented in Section 2.3.1. Alternatively, it is possible to rely on the Authenticated encryption with
associated data (AEAD) algorithm modes, such as Galois/Counter Mode (GCM) or Counter with CBC-
MAC Mode (CCM), to achieve protection of all attributes under one function [99]. One mode is not
necessarily more secure than the other, as it depends heavily on how it is implemented and handled.
The main security weakness of block cyphers stems from their modes of operation and any information
that they may leak when processing the payload data up to different blocks. Therefore, it is necessary
to carefully consider what requirements each AES mode of operation must meet in our own design.

Message Authentication Code (MAC)

For integrity protection, it is often necessary to send additional data that is used during the verification
process on the receiving end. One of the most common security primitives used for this process is the
MAC. MAC is based on the symmetric cryptographic principle, meaning that it uses a shared secret to
guarantee that the process of generating the additional authentication tag has been done from a valid
source [95]. This key is often derived during the same key derivation function (KDF) process along
with the encryption key. Therefore, a MAC guarantees not only the integrity of the data, but also its
authenticity. The authentication key always has a fixed length, regardless of the size of the input data.
The sizes are key-dependent and vary from 128 to 512 bits. MAC rely on the use of other cryptographic
primitives as the underlying function, such as hash functions or cryptographic algorithms [100, 101].
For the work done in this dissertation, we rely mainly on the use of the algorithms Cryptographic-
MAC (CMAC), also known as One-Key CBC MAC (OMAC) [102], and Hash-MAC (HMAC) [101].

Since a MAC is applied to data to compute its authentication identifiers, the question arises as to
when such a process should take place. It can take place either before, during, or after the encryption
of the data. Thus, there are three main modes for applying a MAC alongside encryption:

• MAC-then-Encrypt: MAC is first used to calculate the authentication tag using plain data as the
input, with both the plain data and the tag being afterward encrypted.

• Encrypt-and-MAC: similar with the MAC-then-Encrypt, in that the data the MAC is first per-
formed on the plain data, however, only the plain data is afterward encrypted.

• Encrypt-then-MAC: first the encryption takes place on the input data, followed by the MAC op-
eration on the generated encrypted data.

For the purpose of this work, we will be only relying on the Encrypt-then-MAC mode, which is
considered a more secure approach that does not require additional handling [103, 104].

Key exchange and derivation

Key management presents one of the most important security measures. The disclosure of a secret key
could partially or even completely compromise the security architecture on which a system is built.
Therefore, it is of utmost importance to ensure that keys are correctly derived, regularly updated, and
securely exchanged between parties.

In our design, we distinguish between keys used for authentication (private & public keys) and for
secure session communication (shared secret key). In addition, each device has a master key that is used
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for initial device authentication and as input for session key derivation. The secure session key can
be derived either statically or dynamically. By SKD we refer to keys that are directly bound to their
certificates, i.e., their derived private & public keys. They usually rely on traditional methods of key
derivation that do not provide additional security benefits, such as Diffie-Hellman key derivation [105],
i.e., where keys are derived from a multiplication between the private key of one entity with the public
key of another entity and vice versa: SK = PrvKA ∗ PubKB = PrvKB ∗ PubKA. Under SKD, as
long as their private and public keys are not updated 2, so will their session key not get updated. On
the other hand, the DKD considers the perfect forward secracy as an additional feature. Here, a new key
is derived for each communication session that is independent of previous or future session keys, i.e.,
it has a sufficiently high entropy and is not bound to their derivation. This also makes it independent
of the current certificate and its private & public keys, but this usually comes with a performance cost,
which can sometimes be high on constrained embedded devices. In the literature, this dynamically
derived key is often referred to as an ephemeral secret key.

The actual calculation of the key is done with a KDF. These are functions that generate a shared secret
based on a given input. This input usually consists of a pre-shared secret, e.g., a randomly generated
nonce, with possibly additional data, such as salt. Often the previous key is also used as input. In the
design presented in this dissertation, the master key is also used as input in the first iteration. A KDF
ensures that even if the session key is compromised, it does not reveal any information about the master
key. The generated output is then processed as the key. The output should be at least as long as the
key size, but if it is larger, it can always be truncated. Various KDF are used today, many of which are
based on the use of strong cryptographic hash functions [106].

Secure hardware

While security primitives and functions can be implemented via software on any system that supports
their processing requirements, this is often not as advisable. Simple software can be vulnerable to
vulnerabilities due to unprotected side channels, buffer overflows, or memory leaks [107]. Security
in modern devices is usually executed in a special trusted hardware segment, e.g., TrustZone [108].
Communication between the normal and the trusted zone must also be secured to prevent external
probings [109].

There are several different security hardware extensions, with common ones being [95, 110]:

• Security co-processor : sits right alongside the main processor and is enclosed as one entity, but is
usually limited in resources and offered functionality.

• Hardware Security Module (HSM): bigger and more powerful full security-dedicated devices,
meant to be used in larger systems and environments that can afford them.

• Secure Element (SE) & Trusted Platform Module (TPM): smaller cost-effective chips that are added
as isolated external components that communicate with the main processor, offering a large array
of security functions and secure memory storage.

These hardware components also provide hardware-accelerated execution, i.e., their architecture is
optimized so that dedicated security functions and primitives can be run much faster in comparison
to when implemented directly on standard processing hardware [111]. This is especially important in
constrained embedded devices, e.g., BMS controllers, where such acceleration can be highly beneficial.

2Usually occurs with the update of the certificate.
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2.3.2 Security assessment

Evaluating a security model can be a very difficult process. The proposed design should provide a
response to each plausible threat scenario. In order to accurately list and verify each potential threat, a
detailed analysis must be performed by creating a “threat model” [112, 113]. There are many different
threat analysis solutions available, both from academia and industry. Certain threat models, such as
Microsoft’s STRIDE model [114], can be used for general use cases, while others are intended for more
specialized cases, such as for the automotive industry [115, 116], for models that combine safety with
security assessment [117], network-based security threat models [118], etc. They usually follow the
main principle of dividing the assessment into two phases:

• Pre-design threat analysis: listing of requirements and necessary threats based on previous models
and experience done in the earlier phases of the development.

• Post-design threat analysis: the security evaluation is done after the design has been realized,
built, and implemented, following the security requirements defined in the pre-design analysis.

A non-hardware security assessment can be performed using either formal or informal methods. An
example of a formal analysis is the Burrows–Abadi–Needham (BAN) model [119]. Today, many soft-
ware and automatic models are also used, including Scyther and Tamarin [120, 121]. Although they are
generally more accurate, it can sometimes be demeaning and difficult to use formal models for a larger
and more complex security architecture. In addition, they can be misleading if used inappropriately.
Therefore, for faster and more comprehensive analysis, informal methods are used, which can be either
theoretical, graphical, or software-based and automated. Some of the better-known methods are attack
trees, CVSS, and STRIDE models.

Threat modeling. For the pre-design analysis, attack trees are often employed. They are used to
graphically model attack points and directions, with the root or higher levels representing a group of
threats or general threats that focus more on assets, and the lower levels or leaves used to note specific
attacks [112]. Another useful threat modeling tool is data flow diagram (DFD) [122]. While it is primar-
ily intended for software, web, and larger service systems, it can be modeled for other environments
as well. It consists of defining entities, assets, communication flows, and countermeasures. The place-
ment of each of these elements is important to represent accurate context. A similar graphical approach
that can also be used for threat modeling is goal structuring notation (GSN). Although not originally
intended for security analysis, it can be modeled to also support the representation of dependencies
between assets, threats, countermeasures, and any residual risks [123].

Common Vulnerability Scoring System (CVSS). The CVSS is used for a numerical assessment of
a security threat [124]. It gives a score based on a set of inputs that can be entered manually, probably
from a previous threat analysis. The CVSS is capable of specifying three metrics: Base, Temporal, and
Environment metrics. The most commonly used metric is the base metric, which gives the threat a
qualitative value based on which the severity of the threat to the particular system can be determined.
Several versions exist, with the latest being v3.1 introduced in 2019.

STRIDE. It is a model used to categorize security threats into different classes: Spoofing, Tampering,
Repudiation, Information disclosure, Denial of service, and Elevation of privilege [92, 115, 114]. More
often than not, a threat can have multiple associated threat classes. Based on the knowledge of these
classes, it is easier to further devise appropriate countermeasures.

Security standards

The Common Criteria (CC) is an international standard used for the security evaluation and certification
of secure products. The standard itself proposes different terminologies. The products that are to be
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evaluated are referred to as Target of Evaluation (ToE). CC provides various guidelines and options for
how this evaluation can take place. A Security Target (ST) is a set of specifications about what security
features a ToE should possess. They are defined based on a set of security requirements of a Protection
Profile (PP) derived from various groups and communities. After a security assessment, a Evaluation
Assurance Level (EAL) is assigned on a scale of 1 to 7 [92, 125].

With the increase of awareness for cybersecurity threats that specifically targeted vehicles, a neces-
sity came for a dedicated standard. ISO 21434 [126] fills this role by proposing a set of cybersecurity
requirements for the design and production of ECU and other electronic components in a vehicle. A
similar standard that also addresses modern vehicles, specifically EV, is the ISO 15118 [127]. This stan-
dard will play an important role in the future, also in regards to BMS, as it provides guidelines for
vehicle-to-grid communication, including with respect to charging stations, and potential security ar-
chitecture requirements for trust and key provisioning for this environment. Although not primarily
aimed at security specifications, ISO 26262 [128] is a well-known standard used in the safety domain that
is often brought together with other security standards when analyzing system solutions, especially in
the automotive environment.

There also exist organizations such as OWASP that support security assessment by providing tools
and solutions for security assessment, especially considering modern threats and software [129].
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Figure 2.8: Implicit certificates targeted architecture: it contains a central authority (CA) gateway device responsi-
ble for generating and transmitting implicit certificates to local devices for intra-network secure communication.

2.3.3 Implicit certificates

When we talk about asymmetric cryptography, we cannot ignore the concept of certificates. Certifi-
cates are a collection of data bytes that can be used to authenticate entities through a link between an
identity and a public key. If both devices trust a common CA and they have valid certificates issued
by it, they can authenticate each other by relying on other security mechanisms, such as signature
checks by associated public and private keys [130]. The most common certificates in use today are ex-

plicit certificates, on which the global Internet architecture and the most widely used security protocol
Transport Layer Security (TLS) are built. The format most commonly used for explicit certificates is
the X.509 format. It can contain multiple entry points such as ID, public keys, validity checks, etc., but
generally has a size of up to 1 kB [131].

Implicit certificates offer the possibility of a significantly smaller certificate size. In theory, the small-
est certificate today can contain only an ID and a reconstruction of the public key, which for a 32-bit
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EC cryptography size, would come to 32B (ID)+2∗32B (Pub. and Priv. Keys) = 96B size. In practice,
these certificates would be relatively larger according to the various formats, but in all cases would
fall below the size of the corresponding explicit certificate. The main reason for this is that the public
keys of the devices are not included in the certificates, but rather are “implicitly” derived during the
authentication request. The advantage of smaller certificate sizes could be beneficial for constrained
and embedded applications [132], as shown in Figure 2.8, but also for networks where BMS are used.

There are several different security protocol schemes that rely on the implicit certificates, with the
ECQV being the most popular and researched one [133]. It is also the scheme that has been used as
the basis for the local network security for BMS proposed in this dissertation. Its certificate derivation
protocol is listed in Table 2.3 with notations in Table 2.4.

Table 2.3: ECQV scheme: Deriving an implicit certificate, private, and public keys from the CA.

Client (C) Central Authority (CA)
α← Rand(), PC = αG

IDC , PC−−−−−−−−−−−−−−→
kC ← Rand(), UC = PC + kCG

CertC ← Encode(UC , IDC)

EC ← Hash(CertC)

SC = ECkC + prkCAG (modn)
SC , CertC←−−−−−−−−−−−−−−−

ÊC ← Hash(CertC)

prkC = ÊCα+ SC (modn)

ÛC ← Decode(CertC)

pubC = ÊCÛC + pubCA

verify(pubC == prkCG)

Although the implementation is relatively flexible, there are some important design points that must
be considered when employing implicit certificate schemes. As with explicit certificates, implicit cer-
tificates can also suffer from denial-of-service (DoS) attacks, but in a different manner. Specifically, this
is done by a malicious entity that constantly sends forged requests to generate implicit certificates to
the CA. This attack can be defended against by appropriate filtering mechanisms. Another important
point is that implicit certificates can potentially be vulnerable to “form forgery attacks”, which can be
formalized as a generalized Wagner’s birthday problem [134], when building long certificate chains,
with chains of length four or longer [133]. Therefore, it is recommended not to exceed three levels of
certificate chains in multi-tier architectures.

2.4 Wireless Communication with NFC

Near-field communication (NFC) is a close proximity wireless technology based on existing RFID sys-
tems and standards. The communication is based on either the principle of capacitively or inductively
coupled systems. The difference lies in the transmission medium, with capacitively coupled systems
using an electric field, while inductively coupled systems use a magnetic field. Regardless of the appli-
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Table 2.4: Notation list used in the dissertation for the implicit certificate operations.

Symbol Description

IDX Unique identifier of entity ‘X’
α Random value for the certificate request on the client side
PX Certificate request value from entity ‘X’
G EC generator point

kX Random value to guarantee an unique certificate for entity ‘X’
UX , EX, SX Key construction data for entity ‘X’
CertX Generated certificate for entity ‘X’

ÛX , ÊX, ŜX Key construction data generated by entity ‘X’
prkX , pubX Private & public keys of entity ‘X’
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Figure 2.9: NFC operating modes. a) Reader/Writer mode: The communication is started by the active device
(NFC reader, smartphone) over a passive tag, b) Peer-to-Peer mode: communication of two active devices where
both can provide the field, c) Card Emulation mode: an otherwise active device (smartphone) initializes the com-
munication and acts as a passive device. Active devices rely on the ASK, while passive on the Load modulation.

cation and the standard used, NFC uses a frequency of 13.56 MHz [135, 136]. It relies on the amplitude-
shift keying (ASK) as the modulation scheme [137]. The communication field used with the NFC is suit-
able for both data and energy transmission [138]. This means that an active device with a power source
is able to fully power and communicate with a passive device that does not itself have a continuous
power source, with all power being supplied via energy harvesting through antenna coupling. There
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are several standards used for its specification, the one on which this work being the communication
specifications defined in ISO 18092, as well as the ISO 14443, ISO 15693, and ISO 21481 specifications
intended for RFID data link communications [139, 140, 141, 142]. In addition, key NFC architectural
and data structure specifications are based on the proposals of the NFC Forum [143].

NFC can communicate at different ranges, with a typical range being about 10 cm. Data rates are typ-
ically 106, 212, or 424 kbps, with some devices supporting data rates of 848 kbps. The communication
range, field strength, and position between the devices in question determine the overall detection and
transmission latency. Messages are based on the NFC Data Exchange Format (NDEF) message format
for the data link structure, a widely accepted approach to data encapsulation that provides low message
overhead [143, 144].

Today, NFC is used for many different applications and use cases, ranging from payments, access
control (e.g., for vehicles, in buildings, etc.), tickets and e-cards, etc. [145, 137, 146, 138]. It is also used
as an auxiliary device for pairing methods such as with devices that use Bluetooth technology, thanks
to its short range [147]. This wide range of applications is made possible thanks to its three main
operating modes as seen in Figure 2.9 [137, 148]:

• Reader/Writer mode. The devices in this mode are divided into active devices, or those that are
actively powered and can power other devices via energy harvesting, and passive devices, which
require energy and communication initialization. The active devices must first detect and ini-
tialize communication between the passive devices before the actual transmission of the payload
can take place. Instead of providing power during initialization, the active device must provide
it throughout the whole communication period. The passive device can also send data back to
the active device by relying on the field already established and using “load modulation”. This is
also the mode on which the design presented in this dissertation mainly relies.

• Peer-to-Peer mode. In this mode, both communicating devices are “active devices”. This means
that they must have their own power source, rather than relying on being powered from the other
device. The device that is transmitting is also the one that has established the electromagnetic
field. This device is referred to as the initiator if it started the communication, whereas the
other device is referred to as the target. Since both are active devices, they rely only on the ASK
modulation for communication.

• Card Emulation mode. Combining the characteristics of the other two modes, the card emulation
mode enables the passive device to act as the initiator, i.e., to start the communication with a
reader device. This can be useful in applications where the passive device would actually be a
smartphone capable of storing multiple smartcards.

In the context of this work on BMS, the NFC technology has a disadvantage in its short range com-
pared to other wireless technologies [22], but it provides an advantage in its resilience to interference,
security threats, and better accessibility with other NFC-enabled devices [149].

2.4.1 NFC security

In terms of wireless proximity, the NFC has an advantage over other wireless technologies due to its
short range, making remote and probing attacks difficult. However, several approaches have been
demonstrated that enable network eavesdropping, such as the NFC Gate [150]. Actual attacks are
difficult to perform in the real world because NFC standards and the applications that use them are
constantly being updated, and many special considerations must be made to make these eavesdropping
attacks possible. One of these is the time required for communication. Most applications rely on an NFC
transmission, which typically takes a shorter time duration, making it difficult to conduct the attacks
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in that time frame. However, there are still several threats that are not directly prevented by the NFC
standard [151, 152].

Based on the previous research, the following threats and attacks are discussed under NFC that can
be grouped into the following three main categories [136, 153, 148, 154]:

• Data-targeting attacks. As NFC is a wireless technology and therefore uses radio frequency
(RF) waves for communication, any device capable of intercepting and recording messages sent
between communicating devices would be able to eavesdrop on that connection. This could be
done with special applications and a suitable antenna. Likewise, attacks such as data insertion

or data modification that target the integrity of the data could also be launched. These attacks
would be more difficult to launch because the attacker would have to exploit modulation at the
physical layer to modify messages in a short time frame.

• Channel attacks. Any kind of attack that targets the communication channel itself rather than
the data or devices would be considered under this category. Specifically, any kind of MitM or
replay attacks that would be possible to run under the specific NFC environment. However, these
attacks, similar to the data-targeting attacks, would be difficult to pull due to the low number of
communication occurrences, short range, and generally fast readout time 3.

• Device functionality attacks. While data manipulation and insertion might be difficult to con-
duct, attacks such as data corruption are more prevalent, as they are only limited in trying to
make the targeted data unreadable. These kinds of attacks could also be extended to completely
block the functional use of the NFC communication through a variation of a DoS attack.

Although the aforementioned security threats mainly affect either data, communication channels, or
device functionality, there are also attacks that directly target hardware. Attacks that exploit vulnera-
bilities in side channels, such as power-glitch attacks, power consumption analysis, laser attacks, and
memory usage exploitation, could be launched against devices themselves that rely on NFC, such as
smart cards [155]. Since these attacks are device-specific and not directly related to the communication
technology used, i.e., NFC, they are not considered a focal point for investigation in this dissertation.

3Since the data sent via NFC applications is usually relatively small and not intended for large scale data transfers.
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Related Work

Summary: This chapter discusses relevant related work and the current state of the art. Since both wireless

and security concepts with BMS are relatively novel concepts, it is necessary to understand their origins and

see what relevant fields and issues have influenced current research development and the one presented in

this dissertation. To this end, we take a deep look into current research on BMS security models and related

wireless BMS applications, alongside research on vehicle security, cloud connectivity, and related NFC and

implicit certificate security models, which are one of the core domains of this doctoral thesis.

⋄ ⋄ ⋄

BMS have traditionally been analyzed under very specific hardware and software disciplines, pri-
marily involving research on batteries, diagnostic calculations, and more cost-effective and optimized
system design. With the increasing digitalization of traditional BMS solutions, the research direction
has shifted to include topics from other relevant areas, particularly networking and security. Figure 3.1
shows an overview of the relevant topics and subtopics of this dissertation, organized by their general
domains. Relevant research papers on these topics were analyzed in detail, and the most important
publications are described in the following sections.

3.1 BMS and Wireless Communication

Wireless BMS is a relatively new concept that has regained prominence in recent years. One of the
earliest works combining BMS with the wireless design was proposed by Lee et al. [38]. In their pi-
oneering work from 2013, a design for a WiBaAN protocol that operates in the 900 MHz frequency
band and achieves data rates of up to 1 Mbit/s is presented. The intended use case is communication
between the main BMS controller and individual battery cells. This means that the focus is kept on the
centralized BMS topology, but due to the limited literature definition of different topologies from this
time, it can be assumed that the proposed protocol could also be used for other topologies in a limited
range. However, this aspect, combined with the limited use of the mentioned frequency band and the
manufacturing cost, could be a limiting factor for modern BMS. Nevertheless, this is still a notable work
that has laid the foundation for future wireless BMS concepts.

In terms of local network-based BMS solutions, Faika et al. [156] propose a design for wireless BMS
that benefits from traditional IoT network architectures. In their proposal, a lightweight IoT protocol
is presented for the leader election algorithm considered for BMS use cases with external readout. The
design is independent of the chosen local network protocol, but the main focus seems to be placed on
the IoT design, where the BMS controller is seen as just another node in the network, making the design
rather general.
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Figure 3.1: Research topics and domains behind the work of this dissertation. Red: main contributed topics.

There have been also several publications that address the broader spectrum of wireless technologies
and their application with BMS. Research conducted by Bansal and Nagaraj [157] compares several dif-
ferent wireless technologies for BMS, including Bluetooth, ZigBee, Wi-Fi, and NFC, using a distributed
topology model for BMS. No optimal solution is found, but several suggestions are given with advan-
tages and disadvantages for each of the technologies used. Samanta and S. Williamson [22] present a
more modern survey on the wireless BMS technologies and an overview of upcoming challenges. The
authors point out the importance of storing a large amount of data and having a suitable architecture
to handle it. Another important issue is the security of the BMS connected to the Internet, although
as pointed out, its sustainability in the real world has not yet been adequately evaluated. To better
understand the related research on the most studied wireless technologies under BMS, we will look at
them separately under Bluetooth Low Energy (BLE), Wi-Fi, ZigBee, and RFID, summarized in Table 3.1.

3.1.1 BLE

Bluetooth and its low-power cousin technology BLE have been considered in several different BMS
architectures and use cases. Bluetooth has also often been the technology preferred by industry when
demonstrating wireless BMS capabilities, primarily because of its commercialization and ease of instal-
lation [23, 158, 24]. Nevertheless, the intended use cases focus primarily on intra-module communica-
tion only, i.e., communication between the main BMS controller and the follower or BPC. Bluetooth
and the newer 5.x BLE standards have a limited data rate, which also depends heavily on the channel’s
noise level [159]. This limitation could often make it difficult to meet the targeted reliability rate re-
quired for safety and automotive standards when considering data throughput with BMS. Despite that,
several innovative research works have been conducted on this topic.
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Table 3.1: Overview of the research SotA and challenges with the most popular BMS wireless technologies.

Technology Current Research Challenges

BLE

Shows promising direction with both
lab and real-world deployments, but
with only use case on the communica-
tion between the main BMS and BPC.

It offers low-power consumption and
good security properties, but with a
relatively low data rate, communica-
tion reliability, and security updates.

Wi-Fi

Research with a focus on smart con-
trollers, but mostly as a demonstrative
channel, with not much specific tech-
nology application research.

It would add extra manufacturing
complexity and system cost. No clear
communication interference analysis
has yet been done in real settings.

ZigBee

Previously had a strong research focus.
Primarily presented under lab and spe-
cialized environments.

Similar to BLE, it presents low data
rates, but also concerns over safety and
security standards in automotive.

RFID

Strong focus with initial wireless BMS
research. Has the potential, being in-
dustry and automotive-compliant.

System design, hardware limitations,
data rates, and additional costs, with
some solutions answered in this work.

For example, Shell et al.[45] present the use of Bluetooth technology for electric go-karts to reduce
susceptibility to failure and facilitate maintenance. De Maso-Gentile et al. [44] consider an alternative
hybrid approach by integrating a Bluetooth gateway into the conventional BMS CAN infrastructure.
The paper is mainly experimental and practical and does not go into depth regarding the modification
of the Bluetooth network stack.

One of the recent papers on BLE and BMS is by Rincon Vija et al. in which an improved version of the
well-known Time Slotted Channel Hopping (TSCH) protocol is proposed by implementing a scheduling
mechanism based on the low-latency deterministic network group acknowledgment method [21, 160].
The authors claim that they are able to achieve 100% of the network reliability with low power consump-
tion using this method. The method has been tested in an observed environment primarily targeting
the intra-module BMS wireless communication.

3.1.2 Wi-Fi and ZigBee

In addition to Bluetooth, Wi-Fi and ZigBee have also been considered for use in the BMS environment.
Huang et al. [161] present a smart sensor prototype for battery packs based on the use of Wi-Fi. The
authors present a design that enables communication between individual battery cells and the main
BMS controller. The idea is to perform modulated operations that are normally performed on the
intermediate units, i.e., BPC, bypassed by redistributing parts of the operations to the smart cell sensors.
Wi-Fi is used in this work as a channel for the cell balancing controller. However, it should be noted
that the focus of the paper is on innovative cell balancing and smart cell sensor control and that Wi-Fi
was used primarily for demonstration and testing purposes. Similarly, Gherman et al. [43] utilize Wi-Fi
as a carrier technology, but only for demonstration purposes of the wireless technology, with the focus
of the paper being more on integrating the wireless BMS into a single system on a chip along with the
charging controller.
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Rahman et al. [46] also present an architecture for wireless BMS and demonstrate its use with ZigBee
technology. The authors were able to show a successful demonstrator capable of operating correctly
under their particular test setup and transmitting values, such as cell temperature, from the battery
cells to the main module. It should be noted, however, that ZigBee suffers from unstable channels, low
data rates, and security concerns compared to Wi-Fi and Bluetooth, so its applicability for BMS outside
of laboratory environments is still an open question [22].

Contribution. All cited papers show insight into how the 2.4 GHz technology can be used for
wireless intra-module communication in a BMS sub-system. Each technology mentioned, i.e., Wi-Fi 1,
Bluetooth and ZigBee suffer from the same general problem, namely interference when operating in
complex environments, as they would all share the same bandwidth and therefore compete for the use
of available channels. We avoid this problem completely by focusing on NFC with its short range and
13.56 MHz channel frequency.

3.1.3 RFID

One of the first studies on wireless BMS came from the research of Schneider et al. [162] in which a
design approach is proposed for wireless sensor readout for the BMS utilizing the RFID technology.
However, the main focus is made on galvanic isolation rather than system and communication design.
The design also does not take into account modern BMS topologies, as they were limited at the time of
the research. But the work was quite novel for the time and opened the doors for further research in
this area.

Despite numerous research papers by two separate groups, one interested in wireless BMS and the
other in theNFC technology, the combination of these research groups was met with limited interest
from the research community, as also indicated by the recent survey by Samanta and S. Williamson [22].
However, as also discussed in the paper, several conclusions are drawn about the different uses of
wireless technologies, with Bluetooth and Zigbee being considered suitable for the targeted use cases
due to their low power consumption and complexity, but also pointing out that they have limitations
in terms of data transfer, security, and reliability when used in real-world applications. These are just
some of the key challenges addressed by the wireless NFC design presented in this dissertation.

3.2 BMS and Security

Security with BMS is a relatively new topic that is slowly becoming more and more prominent. It arose
from the need to protect the BMS as an important and complex unit within a vehicle and similar systems.
Current SotA has mainly focused on general theoretical BMS security model analysis. Kumbhar et al.
present such a model that considers the BMS as part of an IoT network and discusses the threats and
potential countermeasures, but at a very high and general system level [49]. Similarly, Lopez et al. [51]
analyze the threats in the BMS and IoT environments and list similar concerns.

In regards to threat modeling, Khalid et al. [30] investigate the BMS security, but from a different
perspective. The paper focuses on threat identification and presents a framework for fault and threat
detection. As the authors mention, there is currently no specific standard that addresses BMS security,
and analysis must be performed based on an individual use case basis. Scripad et al. [48] examine EV
threats in the context of using BMS. While it does not address specific attacks, it lists potential threats in

1We are aware that, at the time of writing, there are higher frequency bands used with these technologies under newer stan-
dards, particularly with Wi-Fi, e.g., 5 and 6 GHz. However, their use with the wireless BMS would need to be considered
separately and is an open issue for future work.
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terms of the damage they could do and how they could impact key BMS processes, such as overcharging
or discharging battery manipulation, and their impact on the safety of the system.

BMS are often analysed together with other important ECU, specifically, with EVCC. A EVCC is
a device that is responsible for relying on and controlling the charging process, and thus can also
provide the communication link between BMS and external services [163]. In this field, Fuchs et al. [53]
provide a solution for secure communication between a BMS controller and the EVCC. In their design,
they specifically focus on the recommendations of industry standards and the EVITA project [164] by
providing a system design that considers the incorporation of TPM for security operations. In a recent
survey by Babu et al. [52] an analysis was conducted for the current research on lightweight security
solutions for dynamic charging systems. In their analysis, they specifically focus on the properties
of lightweight protocols and compare different models and their performance. Although not directly
related to BMS, the threat and use case analysis performed by the authors is very similar to the general
threat model also found in BMS. This is not unexpected since, as mentioned earlier, both domains are
generally covered under the same comprehensive complex system, i.e., EV, and should be explored
together in the future.

BMS can also be observed from the perspective of other vehicle components alongside the charging
controllers. A recent study and analysis by Brighente et al. [28] analyses BMS alongside the charger,
in-vehicle communications, and engine controls, and lists the unique features of EV compared to tradi-
tional fossil-gas vehicles. The threats associated with BMS are similar to those mentioned in previous
papers. The main threats are DoS, manipulation of diagnostic data, malicious code injection, and spoof-
ing. It shows that despite the growing interest and number of research publications in the field of BMS
security, there are still many unanswered questions and a lack of standardisation.

Contribution. As it can be concluded from the aforementioned citations, most research publications
on BMS and security focus on high-level theoretical threats and system analysis. This leaves many
questions unanswered because security applications should not only consider high-level analysis but
also provide practical experimental analysis and appropriate design solutions to functional and security
requirements of modern BMS. This dissertation expands the notion of BMS security and provides one
of the first system design security solutions for BMS considering the overall architecture, protocol
integration, and HW/SW development. The researched theoretical BMS security models are used as
the basis for the security assessments performed in this thesis.

3.3 BMS Logging and Cloud Extensions

Cloud services are becoming increasingly important in the BMS field, and numerous research publica-
tions have appeared in recent years [25]. Like any other vehicle or general industry systems, BMS are
systems that generate a large amount of data. Today, this data is mainly processed offline on the main
BMS controllers themselves. However, these services are limited in their capabilities. A more power-
ful server is able to collect and process large amounts of data, not just from one but from many BMS,
and process it for various purposes, such as predictive safety control [58]. While cloud services are an
already established field, the use with BMS is a relatively new concept with many open questions.

As noted in the 2020 paper by Li et al. [59], real-time tracking of the driving conditions of an electric
vehicle is difficult to track with the cloud system because the recording time at the moment can be
anywhere from 10 to 30 seconds. Therefore, the current SotA in cloud applicability to BMS is largely
focused on providing adaptive solutions for the data-driven models and dynamic calculations of SoH
and SoC parameters. This is done to reduce the high computational demands on BMS controllers and
to enable not only fast and accurate computations but also predictive analysis. Several research works

– 33 –



Chapter 3 Related Work

have been proposed in recent years. The work by Li et al. also proposes a model for estimating internal
capacitance and resistance in battery packs [59]. These parameters are then used for the overall esti-
mation of the SoH. The estimation is done using the temperature data and is optimized by the Kalman
filter. A fuzzy logic model is also proposed to reduce the observed noise and improve accuracy. While
the model shows an optimistic prediction that the maximum estimation error is only 4%, it is unclear
how well the model scales with the increase in complexity and size of the BMS, so further research in
this area would be necessary. A similar idea using more conventional machine learning approaches was
proposed by Wu et al. [78]. They present a data-driven algorithm on the cloud side that is indented for
SoH estimation. It uses machine learning methods by first performing feature selection to extract the
measured battery data from the charging process, followed by a random forest regression algorithm as
input for building the battery degradation model, and finally applying this model for SoH estimation.
The secondary goal is to keep the noise in the model as low as possible.

The use of BMS with the cloud is also associated with the use of the novel concept of digital twins. Li
et al. [56] describe the use of digital twin concepts as a BMS IoT solution for the comparison between the
measured battery data and the data estimated by the cloud. The model is based on the use of adaptive
extended H-infinity filters and uses particle swarm optimization for the state estimation algorithms.

Another use case where cloud systems can be used with BMS is data logging and tracking. Depend-
ing on the use case, BMS data sampling rate can be large enough to tolerate any delays that might be
introduced by the cloud extension. One of the early pioneers from the industry comes from Fujitsu in
the paper by Tanizawa et al. [80], which envisions a cloud service for sharing battery-relevant infor-
mation between different BMS. One problem addressed in the paper still remains a challenge to this
today, namely how to successfully exchange battery life cycle information during battery replacement,
i.e., when handling batteries for their second life. An early concept is proposed that is able to collect,
store, and provide this battery-related information using a cloud system. The cloud system is aimed to
additional provide easy access for locating and monitoring batteries and tracking changes in battery
characteristics. For a complete monitoring application, Friansa et al. [65] propose a battery monitoring
system for smart microgrid systems. However, the design presented is relatively generic and could be
applied to other IoT or BMS-based solutions. The evaluation result shows a total BMS data accusation
time of 19.54 ± 18.00 seconds, which is relatively long, but it must be taken into account that this
evaluation was performed using the implementation tools available in 2016. Similarly, Yang et al. [57]
present an architecture-level design for cloud-based BMS that can be used for easier and more efficient
use of BMS control functions, e.g., related to SoC or SoH estimations, thermal management, cell bal-
ancing, etc. They provide a framework that can be used for different BMS derivations called Cyber
Hierarchy and Interactional Network (CHAIN). The goal is to use the framework as a starting point
for a cloud-based BMS, but no specific details are provided on how to implement the data collection
mechanism, leaving it up to developers based on use case requirements. For other specialized use cases,
such as the use of lithium-ion battery cells with BESS, Taesic et al. [41] propose a monitoring and fault
diagnosis system built on cloud management control. While the design targets specific functions and
setup considerations, it can also be adapted to be suitable for affiliated BMS use cases.

Considering standalone logging methods, the current research in this field is primarily targeted at
general distributed systems. Mansor et al. [76] propose a secure approach to logging unified vehicle
ECU data in support of modern digital forensics, i.e., black box. The approach involves the inclusion of
a HSM in each ECU as proposed by the EVITA project [164], with data being monitored and controlled
via a mobile and cloud application called DiaLOG. An alternative approach to modern logging methods
was recently presented in G.R. Hartung’s dissertation [75]. The dissertation focuses on providing a
solution to cryptographic log entries for computer systems by providing a method for maintaining
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integrity and authenticity security against log aborts that is capable of securely verifying only excerpts
from log files. A similar scheme may be considered for the BMS in the future, as there are security and
log truncations requirements are present in these systems as well. Another approach to log aggregation
that focuses on embedded devices is presented by Camara et al. [165]. It is a MAC-based schema that
uses symmetric cryptographic primitives and the FssAgg authentication scheme [166].

Contribution. A work specifically targeting the storage of BMS log data was presented by Zhou
et al. [55]. It argues for the importance of data storage of BMS log data, especially in the modern era
where appropriate methods must be provided for efficient handling even on the vehicle side in the field.
The paper shows a compression and storage approach based on the modular distribution of ECU in a
vehicle. It uses frequency division as the basis for compression. Compared to the work presented in
this dissertation, Zhou et al. only consider data acquisition at the lower physical layer. We extend this
concept by also considering the pre- and post-processing of BMS data as well as the security aspects
both on the on-premise and in the online cloud.

3.3.1 BMS and Blockchains

Blockchains are a concept still often used for data logging and storage. Their distributed architecture
and integrity guarantee make them attractive for general data accusation and management of larger
systems [167]. An example of such a system would be BCALS, a secure log management system based
on the use of blockchains and distributed cloud systems [168]. Blockchains have also seen interest
with BMS [169, 170, 171, 172, 173, 174]. Kim et al. [171] laid a foundation for the implementation of
blockchain technologies with the BMS to provide an additional layer of security against cyber-physical
attacks. The system is further extended by Aenugu et al. [174] with a data management and analytic
platform implemented in AWS cloud and which shows a general framework use that can be adapted be-
tween cloud BMS services and blockchain ledgers, and by Justin J. Ochoa et al. [172] presenting its appli-
cation as a battery energy storage system. Bere et al. [173] further explore firmware handling from the
security and update perspective and how it can be used with a BMS-affiliated blockchain system. The
use of the blockchain with BMS technology would likely be based on a lightweight blockchain imple-
mentation, such as the Hyperledger-Fabric, which is open-source and adaptable for testing [167, 175].
The use of the Hyperledger-fabric can also be adapted for an IoT BMS approach, by controlling the net-
work flow between data that needs to be stored on the blockchain ledger and those that do not, as well
as keeping the synchronization between the nodes [170]. Florea et al. [169] present a different approach
using Ethereum and the directed acyclic graph. In their paper, they aim to use the blockchain ledger
solution as the base of a system architecture that enables easier swapping and regulating of battery
packs between electric vehicles, supplementing the batteries’ second life idea. Similarly, blockchain
technology has also been suggested for a larger use case that considers the tracking of electric vehicles
charging use and couples it with other grid-powered systems [176].

Other related work with blockchains. In the light of using blockchain with BMS, several other
principles could be applied from related work concerning blockchains with embedded devices. An
earlier work by Christidis and Devetsikioti [177] present how the use of blockchain can be applied in
relation to IoT market services, also considering the cryptographic properties. While largely focused on
the traditional use of blockchains and their business models, the core concept of applying blockchains
in IoT solutions could also be used to extend the BMS main functionalities beyond what is currently
presented in the BMS and related blockchain SotA [169, 171, 172, 173, 176]. In the paper published
by Chiu et al. [175], a model is presented that gives accountability property to the embedded systems
through a permission-based blockchain framework. Such a model could also be adapted to be used with
modern BMS to bring an additional layer of detection and identification of faulty battery cell modules.
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3.4 Automotive Security

BMS are nowadays mainly researched under the automotive use case. Since they play an important
role in the automotive domain, it is necessary to also study the SotA security architectures used for in-
vehicle communication. We can observe automotive security at different levels, either focusing on in-
vehicle security or on external communication with other vehicles, infrastructures, and cloud services,
with many security standards and mechanisms in circulation [178]. Security solutions for vehicles that
focus on the use of implicit certificates are discussed separately in Section 3.5.

3.4.1 Security for the CAN protocol

The CAN protocol and its more recent variants, e.g., CAN-FD or CAN-XL, are one of the most widely
used and oldest protocols for in-vehicle communication. It is a message-based protocol and its simplic-
ity allows flexible use and extensions. However, the original protocol was not designed with a security
layer in mind. In recent years, many papers have been published that try to close this gap and provide
different security solutions for this old but still very usable protocol [179, 54].

In one of the earlier works, Hazem & Mahmoud Fahmy [180] present a lightweight protocol that
integrates security with authentication attribute to the traditional CAN protocol. In its base form, the
CAN protocol does not have a security layer and the data transmitted with it must be protected with
additional mechanisms. Similarly, Lin et al. [181] also show an earlier experimental security model for
CAN that considers communication latency and overhead. While the solution focuses on providing
elementary security as well as security against replay and masquerade attacks, its maintenance would
be difficult due to the number of pairwise key components. For solutions that consider not only CAN
secure channel, Han et al. [54] propose a defence mechanism against DoS attacks in addition to a three-
step authentication protocol.

3.4.2 Vehicle networks

For in-vehicle communications, a relatively recent paper by Fuchs et al. [53] proposes a design that relies
on the use of a TPM for authentication and secure communication between a BMS sub-system and the
EVCC. If we observe the vehicular network further, we arrive at the level of vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) communications, usually abbreviated simply as V2X for the combined
solutions. At this level, Eric R. Verheul [182] proposes Issue First Activate Later (IFAL), a PKI based on
the use of short-lived pseudo-anonymous certificates. IFAL aims to enable flexible policy through code
provisioning and control that can also detect and stop services for misbehaving vehicles.

Mundhenk et al. [183] go a step further and also consider the connection of the on-board network
to the Internet. The main architecture is based on a central ECU device, and the design includes both
device authentication and secure session establishment processes for the ECU devices. The solution
combines both symmetric cryptography for secure session derivation and asymmetric cryptography
for ECU authentication. Although the authors present an innovative and secure design, it is hard to
call it “lightweight”, since the main form of authentication relies on the RSA algorithm with relatively
long keys and a high computation time measured in seconds, even if it is implemented in the software
only for demonstration purposes. The authors themselves mention this point and argue that the au-
thentication approach should be used only once, when a change is detected with the ECU. Moving away
from a centralized key management approach, Roca et al. [184] present a semi-centralized framework
for dynamic key distribution. The resulting framework is based on identity-based encryption for the
public key generation with a special variant that enables broadcast encryption and messaging, hence
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the title “semi-centralized”. The results presented in the paper seem acceptable, but the usability of the
framework in a real vehicle system is questionable. The main advantages of the presented framework,
i.e., authentication and key derivation in case a ECU is compromised or the gateway is offline, would
hardly come into play due to the other safety, security, and also functional vehicle requirements.

As new threats are gradually discovered with new requirements that must be met, it is also neces-
sary to provide a secure mechanism and channel for executing automotive updates. In this scenario, it
is necessary to search for secure but also efficient update models for vehicles. Steger et al. [185, 186]
present a body of research focused on providing a lightweight and secure update process for config-
uration and software updates on ECU. In their work, a generic framework is proposed to support the
requirements of different vehicle network topologies.

3.4.3 Research projects

Several national and global research projects have already also taken interest in the security of the
automotive domain, usually linking BMS as one of the most important factors of protection. EVITA is
one of the earlier EU large-scale projects aimed at providing security solutions for vehicle ECU [164].
They provide a general threat overview with recommended countermeasures, which strongly suggests
the use of HSM. HEAVENS is a recent project that focused on identifying important security vulner-
abilities in modern vehicles and proposing tools for their analysis, testing and verification [187]. A
successor model was also proposed by Lautenbach et al. [188] in their own study. INCOBAT is a simi-
lar project with a stronger focus on providing cost-effective BMS for the next generation high voltage
battery packs for EV [189]. Running until 2021, the EVERLASTING project focused on a set of norms
and standards that could be applicable to BMS in the area of battery lifecycle, reliability and safety [11].

3.5 Security Models with Implicit Certificates

Most modern systems that rely on a PKI infrastructure and the use of certificates for authentication
rely on a traditional explicit architecture and TLS or similar protocols as the underlying security layer.
However, in recent years, several studies have tried to find alternatives to this, especially to find more
accessible and lightweight solutions for constrained and embedded devices. One of the proposals was
the use of implicit certificates, a security concept described in Section 2.3.3. The use of implicit certifi-
cates has been proposed in several areas but was mainly aimed at applications for in-vehicle and local
wireless networks since these applications would benefit most from the reduced protocol overhead. On
the other hand, several works have also tried to find a more general solution that could be extended
to large networks, such as the work by Huang et al. [190] that focuses on the concept of certificate
transparency and how it can be used together with implicit certificate schemes. Most of the research
on implicit certificates is based on the use of the ECQV scheme as the most optimal and secure implicit
certificate scheme currently available.

3.5.1 Implicit certificates with in-vehicle networks

Puellen et al.[191] propose the use of implicit certificates for on-board vehicle networks. They present
a solution divided into three main phases: (i) device authentication, (ii) derivation and exchange of
implicit certificates, and (iii) derivation of session keys for the ECU. However, their main contribution
lies in the session key derivation proposal that takes into account the general network architecture of
the vehicle CAN. The key computation protocol is based on the use of the traditional Elliptic Curve
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Diffie-Helmann (ECDH) algorithm, after which the output is further processed with an one-time pass-
word (OTP). The first phase of device authentication relies on the use of physical unclonable func-
tion (PUF), which is efficient but raises some concerns as it requires ECU boards supporting the same
functionality, requiring each board to have its own challenge/response table, which increases overhead.
In addition, PUF are still not deemed to be fully reliable for use in real-world applications, as they have
several security weaknesses associated with them [192, 193, 194].

Vehicle security architectures are often explored in the context of a broader service area that also
includes charging infrastructure. Extending solutions that target the network relationship between an
in-vehicle network and a charging station, Almuhaideb and Algothami [195] propose a security scheme
that relies on the ECQV. The novelty of the work lies in the optimization of the re-authentication
process, which drastically reduces the time required.

In further research on external vehicle services and V2X communications, Pollicino et al. [130] apply
the implicit certificates of ECQV to ad hoc vehicle networks. They contribute by analyzing the protocol
for a real-world environment considering the IEEE 1609.2 standard and evaluating the performance of
the ECQV certificate derivation and the sequential ECDSA verification. The authors deploy different
hardware based on their performance results and present their findings. They conclude that while
even severely constrained devices can support the protocol, special considerations must be made when
involving strict vehicle timing requirements.

While the use of implicit certificates in a vehicular environment offers several advantages, Eric R.
Verheul points out potential concerns with their deployment [182]. In particular, the possibility of
deniability of issued certificates, where a party could claim that even though a certificate is issued in
their name, they did not initiate any action with them. This is the problem of non-repudiation, i.e.,
if two or more valid users who are able to derive certificates from a CA conspire with each other on
sharing the same unique identifier on which basis the public keys are derived. In cases where it is
necessary to associate an action with a user, it would be difficult to prove which user it was, since
public key derivations are tied to their identifiers. In the design presented in this dissertation, this is
partially solved implicitly by using the authentication phase before the certificate derivation phase to
ensure that only pre-registered devices have access to the gateway, i.e., the CA. This is maintained by
using a pre-embedded secret, e.g. a master key, or a PUF.

3.5.2 Implicit certificates with IoT and wireless networks

For use in wireless networks, Porambage et al. present one of the earlier architectures for authentication
and key exchange based on the ECQV scheme [196, 197]. However, their design leaves several open
points of discussion. First, the key exchange is still based on the SKD scheme, which may be a problem
in the case of a node-capturing attack. Second, authentication is based solely on the security strength
of the symmetric and distributed key ‘K’. These concerns were taken into account when designing the
security architecture presented in this dissertation.

The use of implicit certificates was also observed in 802.15.4 networks. Park [132] presents a design
with ECQV that builds on the local network characteristics allowing for extended security handling
during the certificate exchange process. Similarly, Dini and Tiloca [198] showed a general security
solution for the ZigBee networks. Interestingly, in this relatively early work, perfect forward secrecy is
provided, but only through revocation and control by the central device rather than through a method
involving the node devices. Although this work was quite novel for its time, its potential seems never to
have been fully exploited and is currently superseded by many modern security solutions concerning
the same networks. Siddhartha et al. [199] present an alternative solution for using implicit certificates
in an IoT environment, where a specially derived “authenticator” can be used for mutual authentication
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between devices. The authenticator is generated from certificate-related data and signed by the CA that
guarantees its authenticity. This authenticator token is transmitted to the devices during the certificate
generation. Its integrity is proven using a hash function. While lightweight, the protocol is potentially
vulnerable to MitM and replay attacks, since an attacker can simply re-transmit its own value using a
false identity of the valid node. Another problem is that, as with many other SotA implicit certificate
solutions, the derivation of the session key is still based on a traditional SKD rather than a DKD.

In the paper presented by Sciancalepore et al. [200] a solution is proposed for a relatively secure and
lightweight ECQV key management protocol. Similar to the previously mentioned papers, the design
is still a SKD rather than a DKD and it does not possess additional security features such as perfect
forward secrecy. However, the design allows for very fast authentication and key derivation because
it does not rely on the use of Elliptic Curve Computation (ECC) and public key infrastructure, i.e., it
does not require signature derivation and verification during the authentication phase. However, this
symmetric authentication mechanism, along with the static derivation of the premaster secret for the
key, leaves open doors for potential vulnerabilities that come with using such approaches.

Similar to the solution presented by Sciancalepore et al., D. Lee and I. Lee [201] focus on a key
derivation approach. They present two methods (i) a simple and lightweight approach based on pure
ECQV using a SKD with random nonce and previously generated private and public keys, and (ii) a
more complex approach that actually provides ephemeral keys through a DKD protocol based on the
Schnorr algorithm. While both methods are novel, they lack a crucial step, namely device authentica-
tion. The authors consider authentication mainly through public key computation and validation with
no signature or symmetric key verifications.

As an extension to existing protocols, Duy An Ha et al. [131] present a design based on the use of the
ECQV with the Datagram Transport Layer Security (DTLS) protocol. The intended use case is mutual
authentication and key derivation for IoT devices. Although it provides an interesting concept, its
evaluation is flawed as the presented ECQV protocol is compared against the ECDSA scheme associated
with the explicit certificate solution. In fact, the key derivation process using the ECDH would still rely
on the ECDSA for authentication, since the algorithm currently presented in the paper only derives the
public keys, but does not verify if these public keys actually come from valid devices or if they have
been correctly computed.

As one of the more recent works on implicit certificates, Zi-Yuan Liu et al. [202] extend the use of
ECQV for use cases that can benefit from better management in terms of storing and handling a large
number of certificates and keys and are intended for dynamic networks that change frequently in their
setup and require frequent key updates.

Contribution. As can be observed from the analysis, most of the research on implicit certificates is
based on the use of the ECQV scheme, which is currently the most optimal and best-understood implicit
certificate scheme. Although similar, each design offers a different approach to a general concept.
However, most research proposals only consider the SKD for the secure sessions and disregard the
ever-important attribute of perfect forward secrecy. In this dissertation, we address the drawbacks
found in proposals for both wireless networks and vehicular applications and present a general BMS
security architecture based on the use of implicit certificates that focuses on current challenges.

3.6 NFC Security Models

NFC technology is deployed in environments that benefit from its short range, making many attacks
difficult, or even impossible, to execute. Nevertheless, as discussed in the previous Section 2.4, the
traditional NFC deployment leaves the channel and data open. Traditionally, Record Type Definition
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(RTD) is used to provide an additional layer of protection for the data integrity and authenticity of
NDEF messages. There are several versions, with version 2.0 being more commonly used, as the original
version 1.0 has been proven vulnerable to certain types of attacks [151, 203]. RTD does not provide data
confidentiality, but only integrity and authenticity, and therefore requires additional security protocols
to process the encryption. It also relies on asymmetric cryptography, i.e., signatures and certificate
chaining, which may prove too demanding for constrained devices that would otherwise employ NFC
technology, as well as for the BMS sensor and external readout use cases presented in this work.

Ulz et al. propose several different NFC security infrastructure solutions for updates and configu-
rations [123, 204]. Most notably, they propose QSNFC, a complete NFC security suite [205]. QSNFC
enables secure session establishment through certificate authentication and key derivation using Diffie-
Hellman key exchange. However, it relies only on 128-bit public keys, which is less than the current
recommendation from National Institute of Standards and Technology (NIST), i.e., less than 256 bits.
Although this drawback could be easily addressed, this solution is still not fully suitable for the tar-
geted BMS use cases, as the suite is only intended to verify QSNFC server authentication, but not client
authentication. This leaves open the possibility of unverified reader updates to BMS controllers. Sim-
ilarly, Urien and Piramuthu[206] present the adaptation of the traditional TLS protocol in the context
of NFC by also relying on asymmetric cryptography. While this approach would provide a stable and
secure architecture, it would still be very resource intensive and impractical for use with modern BMS.

Regarding the use of implicit certificates and the NFC technology, Christian Lesjak proposes a se-
curity design that employs the ECQV scheme [207]. While using the ECQV scheme would give NFC
an advantage in terms of the size of the certificates and their verification, as they are easier to update
and process in smaller networks, the design still has the general disadvantages of a full asymmetric
cryptography architecture, i.e., it being resource and time-consuming.

RFID and also NFC tags have always been considered cost-effective technology for tracking goods
and products. Therefore, an important element to consider is the protection of the security authenticity
attribute. NFC tags can be used as a security measure on products to verify the authenticity of the
device. Fake devices are regarded as counterfeited devices, with the technology and methods that enable
their detection being aptly called anti-counterfeiting schemes. Several publications have been written
on this topic, with research addressing either specific product authentication, such as wine or retail
products [208, 209, 210, 211], or complete infrastructures developed for IoT environments [212, 213].
These solutions could also be extended and used for battery pack authentication via NFC.

Contribution. While the presented research solutions provide interesting architectural NFC con-
cepts, they either lack certain security features that would be required to fully protect the targeted BMS
readout use cases or are otherwise too performance-demanding. We extend the notion of NFC security
protocol design by proposing a lightweight security model based solely on symmetric cryptography
that can be employed with BMS and similar automotive and industrial applications.
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CHAPTER4
Wireless and Secure BMS

Connectivity using NFC
Summary: This chapter contains the first part of the design. The main focus of the dissertation is placed

on the BMS security. However, it would be difficult to talk about internal BMS security without considering

the proposed design of wireless NFC connectivity. Therefore, this chapter combines both wireless and secure

BMS and discusses NFC design concepts. The design is proposed at the system level and includes wireless

requirements analysis, wireless system design, and security design model.

⋄ ⋄ ⋄

4.1 System Overview

BMS modules communicate both internally and externally, transmitting important diagnostic infor-
mation. Traditionally, BMS rely on wired solutions to provide these services. The wired design limits
the scalability of the BMS design and applications, greatly increasing maintenance complexity and
production cost [22, 21]. Modern use cases also require easier tracking of battery lifecycle data, i.e.,
diagnostic data that tells us more about the current and previous use of battery packs. Relying on
wired communication would be cumbersome and impractical. Tracking battery life cycle information
is important, both for in-situ measurements performed directly onboard a vehicle and for tracking data
over a certain period of time, supplementing battery packs’ use for second-life applications [60] and
battery passports [15].

Using different wireless technologies on one system can not only be impractical, but also costly and
introduce additional functional challenges, such as radio interference that can affect the reliability of
data transmission. One of the goals presented in this dissertation is to avoid these problems by focusing
on unified wireless solutions. We achieve this by relying on the use of RFID, in particular the accessible
and low-cost NFC technology. In addition, a system design analysis is conducted to complement any
new vulnerabilities and exposures that arise from the use of this wireless approach. This is achieved
by first performing a high-level security requirements analysis, followed by the presentation of appro-
priate security design solutions. Wireless sensor readout security also takes into account the discussed
internal BMS security on the battery pack module. The system design was done in parallel with the
supervised works of Martin Gärtner on internal, and of Claudia Laube on external, BMS NFC readouts
[214, 215]. In this dissertation, I further contribute by realizing the system requirements, unifying the
system design, standardizing the security design, and extending the HW/SW design concepts discussed
in this chapter.
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4.1.1 Use cases

The proposed system design should be adjusted to the main three use cases described in Table 4.1. The
active sensor use case considers the active readout of sensors during an active use inside a system, e.g.,
during the standard vehicle driving period and being readout by the BMS [149, 216]. For this use case,
the system relies on the reader/writer NFC mode. This means that the BPC needs to possess an NFC
reader interface as the active component. On the battery cell side, the sensors need to be connected
with a passive NFC tag interface, e.g., NTAG 1. The reader will initiate the communication with the
passive element, but it is up to the tag to sample and send sensor data.

The two diagnostic use cases are intended for the status readout of the BMS lifecycle [144]. Primarily,
they are used for the battery status readout. In both cases, it is important to detect abnormal behavior
of battery cells, since the changes in temperature and storage environments can affect battery cells’
life [217]. In the active diagnostic scenario, we propose that this connection goes over the central BMS
controller through an NTAG interface. The external reader can be a mobile phone or a similar portable
active device that works in the reader/writer mode.

The idle diagnostic use case is intended for scenarios where battery packs are detached from their ac-
tively deployed system and, for example, stored in warehouses. This would happen during the transfer
for the second life use, as described in Section 2.2. This line of communication would help in the status
readout, but also with firmware and configuration updates [123]. The communication would go over
an external reader with the passive NTAG attached to the battery pack’s BPC. The interaction of the
application layer is very similar to the active diagnostic use case, but the way the NFC communication
works in terms of the wake-up and data-handling procedure would be different.

Table 4.1: BMS wireless use case scenarios for the deployment of the NFC readout.

Use case Deployment Comm. path Readout data

Active sensor
in-system;
internal

Batt. pack
→ BPC

sensor data

Idle diagnostic
stored;
external

BPC →
Ext. reader

status &
sensor data

Active diagnostic
in-system;
external

BMS ↔
Ext. reader

status &
diagnostic

4.1.2 Security requirements

Most modern vehicles still rely on CAN, ethernet, and FlexRay for communication between ECU. Tra-
ditionally, these are unsecured or contain only a rudimentary security layer. They are primarily isolated
from the outside world, apart from a few connections, e.g. OBD2. However, a wireless interface could
still be vulnerable to remote attacks. There have already been cases where the Bluetooth stack was

1For simplicity purposes we will be referring to the passive NFC component as NTAG, but we do acknowledge that other
type of tags can be employed as well
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vulnerable to format string attacks, where in the worst case an attacker could even gain access to the
steering wheel control [218, 219]. An unsecured entry point, i.e., an unsecured BMS, can result in ex-
posing several other potential attack points. A remote manipulation was successfully demonstrated by
Rouf et al. [220] by reverse-engineering a tire pressure monitoring system that operated at an ultra-high
frequency (315 MHz / 433 MHz). In addition to manipulation, eavesdropping was also possible from a
distance of up to 40 m. Another important factor in maintaining the security of a vehicle system is in
maintaining its regular updates, be it keys, certificates, ciphers, etc. Today, there is a debate about how
old vehicles should be updated in the future. This is very important when new security vulnerabilities
are found. All these points show that modern vehicles, even with heterogeneous concepts, still suffer
from the traditional security threats associated with unsecured wireless interfaces.

NFC is no exception when it comes to remote attacks compared to other wireless technologies. The
short communication range and reserved frequency band provide an advantage by reducing the poten-
tial attack surface. However, there are still some pitfalls that need to be taken into account [151, 154].
Here, we also consider the security threat models investigated under BMS and try to adapt the solutions
to be compliant with the general system concepts [41, 48, 29]. The security requirements of BMS are
analyzed in the context of the research use cases of Section 4.1.1 and observed in the context of security
for (i) battery pack internal security, and (ii) diagnostic readout external security.

Battery pack security

The battery pack consists of battery cells, the adjacent interface, and sensor components, as well as
the BPC placed inside or outside the pack [221]. The battery cells and sensors are typically enclosed in
a tight metal housing [222, 223]. We assume that this enclosure is sufficient to prevent it from being
compromised during communication, i.e., it renders remote attacks impassable. Since the communi-
cation interface between the sensors and the BPC is to be run over NFC, the short-range would be
sufficient to protect the device from serious remote attacks and would suffice the security requirements
for communication. However, this feature alone is not enough. We still want to ensure that the devices
communicating with each other are trustworthy. Therefore, each interface of the battery pack must be
authenticated before it can proceed with the standard BMS monitoring processes.

A battery pack is in itself a very simple device. It does not provide any nominal form of security that
is pre-installed. Based on the preceding analysis and discussion, the following two main requirements
for battery pack security must be met:

1. Required: device authentication. To be able to be used efficiently and safely, battery packs need to
come from verified vendors. While malicious attacks through fake battery pack modules could
also be possible, it is more likely that we would be dealing with counterfeited battery packs,
which could also pose an indirect threat to the users as cheap and untested replacements [51].

2. Optional: secure channel. The battery cells and interfaces are in a tightly enclosed metal chassis of
a shielded car area, where it would be very difficult to otherwise probe or modify them [224, 223].
The channels could be encrypted, but adding security channels would place a heavy load on the
communication line and affect the sampling transmission rate of critical battery data.

External diagnostic security

The external diagnostic security adheres to the Idle and Active diagnostic use cases from Section 4.1.1.
Since the readout takes place from the outside using an external reader, such as a mobile phone, the
wireless channel would be more susceptible to remote attacks compared to the enclosed battery pack
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discussed earlier. Here, communication security must meet both the common security threats associ-
ated with BMS [29] and those associated with wireless communication [151].

Since the readout can be done with a portable external reader, mutual authentication is necessary
to ensure that both sides are valid devices before data exchange can take place. In both of these use
cases, authentication is not sufficient, as attacks can also occur remotely in the form of eavesdropping,
i.e., sniffing attacks, in the range of up to 10 m, as shown by Haselsteiner and Breitfuss [153]. Alter-
natively, an attacker could try to target an authentication identity that the vendors cannot secure in
the reader/writer mode and which requires additional verification [152]. Therefore, the channels must
be encrypted. Other forms of attack could take the form of MitM attacks on the channel if it is left
unprotected, replay attacks, DoS, etc. These attacks would ultimately target the BMS or BPC hardware
and software integrity [48, 30, 49].

A protocol needs to be developed that will be able to answer the mentioned threats, but also fulfil
system functional needs. Summarized, we derive the following requirements for the external readout:

1. Mutual authentication. Both the external reader and the NTAG of the BMS or BPC controller
need to be able to authenticate each other.

2. Employment of a secure channel. The communication that follows the authentication needs to
provide data confidentiality, integrity, and authenticity, i.e., to be encrypted and tamper-proof.

3. Light system model. Implemented security system design needs to be lightweight in its imple-
mentation with minimal performance, storage, and maintenance overhead.
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Figure 4.1: BMS NFC system architecture: it shows the main building blocks regarding the three use cases and
which part of the BMS sub-system they incorporate under the main design. Each battery pack inside the archi-
tecture contains the same system design layout. To make the design cost-effective, it only contains one active
NFC reader component on the BPC, with the rest being passive NFC devices. Adapted from Publication G.

4.2 System Design

To establish a secure wireless communication that is able to fulfil the functional and security require-
ments for the use cases established in the previous section, it is necessary to realize a fully usable system
design. Figure 4.1 shows our proposed system design for BMS NFC readout that accommodates both
external diagnostic and internal battery cell sensor readout use cases.
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The system design distinguishes between two main building blocks:

• Main BMS controller. Considers the central BMS controller that handles the connection and
control of the assigned battery packs. The primary use of the BMS controller for the wireless
readout would be in the hypothetical active diagnostics use case. Here, it would be possible to
read out the necessary diagnostics data of the potentially complete BMS sub-system through the
added interface. In terms of additional components, we see the following:

1. BMS MCU: extending the MCU to support the necessary diagnostic readout functionality.
2. NFC passive device: an NTAG for the purpose of the readout and message relaying between

the BMS MCU and the external reader.
3. Security module: for security functions intended for the external readout, but also in the

wider spectrum; intended for the complete security encapsulation of the BMS controller.
4. Mobile reader : a mobile phone or an otherwise NFC-equipped portable reader that can be

used for the active diagnostics use case.

• Battery pack. Consists primarily of the BPC and battery cells with associated sensors and in-
terfaces. For the wireless sensor transfer, a dedicated tag needs to be used that is connected to
sensors, as well as a security model, either embedded or attached in addition to the NFC tag. The
BPC includes both an internal NFC reader for sensor readout and an NTAG for external readout
when considering the idle diagnostic readout use case. Typical derivations of BPC do not take
these additional components into account, and therefore the current controllers would either
need to be upgraded or replaced with a dedicated MCU that is able to, performance-wise, handle
the additional software overhead. In summary, we observe the following additional components:

1. BPC MCU: extended or additional processor for handling the control of the NFC reader and
the process extension for the external NTAG communication.

2. NFC active and passive devices: One active reader and one passive tag for the BPC, and one
NTAG per battery cell module.

3. Security module: for providing dedicated security functions and for secure storage of im-
portant key, diagnostic, or sensor data.

4. Mobile reader : same use as with the previously described BMS controller, intended for the
use with the idle diagnostic use case.

All scenarios utilize NFC as the communication channel, with both the sender and receiver adhering
to the reader/writer mode. In the following sections, each main use case is discussed in detail, including
its specific communication protocol steps. Although the system design depicted in Figure 4.1 mainly
aims to address solutions for the distrusted BMS topology, which is the most commonly used, it is
adaptable as well to other topologies mentioned in Section 2.1:

Centralized. Both the functions of the BMS controller and the BPC are considered under one
unit. Thus, it consists of only one NFC reader and one NTAG. The communicating sensors still
require their own NTAG. A question is posed in relation to how many passive tags would be
ideal compared to the number of active readers the controller must have. Right now, we observe
only one active reader and a limited number of passive tags coming from the battery cell sensors.
The idle diagnostic use case would only be feasible if the main controller would be stored for the
second life use in addition to the battery cells.
Distributed. It follows the design described and contained in Figure 4.1. Each BPC would contain
at least one NFC reader and one NTAG, with at least one NTAG coming from the battery cell
sensor side. The main BMS controller would also need to possess an NTAG to support the active
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diagnostic use case. Since there is a clear separation of duties between the individual use cases,
this topology is the most appropriate with regard to possible expansions or modifications.
Modulated. The topology is similar to the distributed one but without a distinct main controller
for the BMS. Therefore, every control module must have an NFC reader and an NTAG to facilitate
the reading of internal battery cell sensors.
Decentralized. In a decentralized BMS topology, multiple BMS sub-systems work together un-
der one overarching system, but each has its own individual control over its sub-system. This
means that the deployment process is similar to the ones described in the previous three topolo-
gies. The number of interfaces increases proportionally with the number of underlying BMS
sub-systems.

Interfaces. During the production phase, it is essential to provide the current BMS sub-systems
with the appropriate interfaces to support extra communication points. This is crucial as it allows the
primary BMS MCU to connect with the NTAG and dedicated security module, battery cell sensors,
and their respective NTAG. Furthermore, interfaces must be available for the BPC, for both the NFC
reader and an NTAG. These interfaces should adhere to standard serial communication protocols such
as Inter-Integrated Circuit (I2C) or Serial Peripheral Interface (SPI) links.

It is unclear how many readers are possible compared to the number of passive tags. We generally
assume one reader per tag. However, some installations may allow up to four tags per battery pack
layout. To fully understand the system, we need to investigate impedance matching, antenna design
and orientation, and placement in a metal environment. These aspects were not the focus of this disser-
tation and require dedicated hardware analysis in future research. Instead, we focused on the system
design, including the dedicated communication protocol and data structures, as well as added security
measures. In the following sections, we will discuss each readout process individually.
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Figure 4.2: BMS NFC sensor readout swimlane diagram. It shows the communication steps between the BPC
and its reader, together with the battery module and its NTAG. The devices are first pre-configured during the
configuration step, after which the communication starts with first validating and registering the NTAG onto
the BPC reader side and moving on to the continuous sensor readout. The configuration step is ideally only
done once per deployment. The validation and registration depend on the system design requirements, but could
possibly also be optimized to be executed only once during the first interaction between the BPC and the battery
module. The following data protection step considers the security operations on the read data and is observed as
an optional step that is included depending on the targeted requirements. Adapted from Publication C.
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4.2.1 NFC sensor readout

To obtain sensor data, the reader/writer mode of NFC is exclusively used. The NFC reader, which is
the active device, initiates and begins communication with an NTAG, which is a passive tag. Before
starting, the devices must execute configuration and security operations. Once configured, continu-
ous communication can proceed. The reader can theoretically read data from NFC sensors as soon as
previous data has been read, i.e., as long as new data is present in memory.

Under configuration we consider the configuration of the devices themselves, and also the discovery
loop, a necessary step to detect and register the embedded NTAG. Since NFC devices are designed to be
stationary, this step can be optimized to consider only the detection of already registered devices. The
devices should be registered when they are newly installed in the system. Regardless of registration,
each connection and device must be authenticated each time the system is rebooted during the spec-
ified security verification period. This is done because a malicious attacker could copy the same NFC
tag attributes but replace them with a malicious device. Modifying and replicating security hardware
components is difficult and very costly for an attacker to exploit. Authentication for the sensor readout
use case is described in more detail in Section 4.3.1.

Data exchange protocol. The sensors are either integrated directly into the NTAG or installed
separately and then connected to the NTAG interface, for example, via an I2C connection. In both
cases, the NTAG takes the role of a adapter module. On the other hand, the BPC reads the data from the
NFC reader in pass-through mode and relies on the static random access memory (SRAM) buffer. The
commands sent through the NFC reader include I2C commands that are executed on the NTAG. The
commands are mainly aimed at interacting with the sensors for the purpose of reading and transferring
their values. The system design only needs to provide the necessary extension option for configuration
on the BPC and interfaces for communication with the NFC devices. This makes the design relatively
cost-effective and straightforward to produce since no additional components are required.

The complete data exchange protocol is illustrated in Figure 4.2 using a swimlane diagram. It consists
of two primary components: (i) a battery module that comprises battery cells and a passive NTAG, and
(ii) a BPC with an NFC reader. The communication protocol comprises four main steps:

1. Configuration: intended to be run at the start of the system and only once. Certain configuration
options can be pre-configured or pre-cached to make the subsequent initialization faster.

2. Validation and registration: the BPC instructs the NFC reader to discover and authenticate any
registered or otherwise NTAG present in the proximity of the field.

3. Battery cell measurement readout: the main process loop that includes sensor value registration,
transmission to the NTAG, and subsequent NTAG transmission to the BPC.

4. Data protection: an optional step that includes any additional post-processing security opera-
tions on the data. Based on our security requirements analysis, this step is not necessary for the
encapsulated battery packs, and thus, we consider it an open and optional process.

4.2.2 NFC external diagnostic readout

For the external readout, we focus on the mobile reader as the central device for this communication
approach, e.g., an NFC-enabled mobile phone. The mobile reader must be properly configured to be
able to communicate with the dedicated NTAG on top of the BMS hardware, i.e., it must have the cor-
rect software with also correct security configuration. For both the active and idle diagnostic use cases,
the passive tag acts only as a bridge for carrying over the data. The data is temporarily stored, usually
in SRAM before being read by the BMS controller. This occurs because the secure embedded hardware
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Figure 4.3: External diagnostic readout principle. It accounts for both the active and idle diagnostic readout with
SRAM as the buffer between the processing unit and the NTAG. The mobile device is the active NFC device that
starts the communication as follows: Wake-up→ Authentication→ Session communication.

is likely to be found outside the interface connection, as the data must be properly decrypted and de-
coded before it can be further used by the BMS controller and vice versa on the mobile device. This
communication principle is shown in Figure 4.3. Since the handshake protocols for security authenti-
cation and the subsequent establishment of the secure session channel play an important role in this
communication, they are discussed separately in Section 4.3.2.

When it comes to the diagnostic readout, the devices, and protocols for the external communication
for both use cases remain the same. However, there are two key differences in the system design that
must be considered between the idle and active diagnostic use cases:

• Application layer. The readout application needs to account for different data decoding and pro-
cessing on the application side, specifically from the external reader. But these modifications are
marginal and the application can be set to have the same process runs with both use cases.

• Wake-up procedure. To conserve energy, the wake-up process would only be used for idle di-
agnostic purposes. Since the battery packs are stored before their second life use, the readout
should occur only on specific occasions to minimize power usage and extend the batteries’ life-
cycle. Various methods for achieving this are discussed in Section 4.2.4.

4.2.3 Data exchange structure

The BMS readout process is defined as a service that enables the readout of BMS status data. It runs on
top of software layers that enable this interaction. A software layer stack was developed for the wire-
less NFC readout use cases. The stack is shown in Figure 4.4 and consists of several layers. At the very
bottom resides the hardware abstraction layer (HAL), which is vendor-specific and enables control of the
HW/SW drivers. In our design, these are primarily communication interfaces for interaction with NFC
readers and tags, general-purpose input/output (GPIO) control, event interrupts, clocks, timers, etc.
On top of this is the NFC management layer, which is responsible for NFC wireless data transmission
and NDEF message processing. In order for NFC to transmit its data securely, a dedicated Secure NFC
Data Exchange Format (SNDEF) data structure is used, which resides at the Security layer. The security
layer provides functions for device authentication and key management, among others. It has a dedi-
cated application programming interface (API) to control the security operations between the software
execution and the security hardware modules. The transfer between raw values and diagnostic data
and their processing in a special application data structure is performed on the Application layer. The
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Figure 4.4: BMS software layer stack for NFC readout. The BMS Readout Process is first observed through the
Application Layer. The Security Layer is responsible for the secure data processing between the application and
the NFC transfer layers. The NFC Management Layer allows for the NFC wireless transfer and data processing,
with the HAL being responsible for the vendor-specific driver interactions and configurations.

design of this layer depends on the individual OEM basis BMS design. However, in most derivations
and topologies we observe the same methodologies centered around sensor data processing.

For the active sensor use case, the BMS controller would manage the retrieved diagnostic data that has
been previously sampled by the BPC through the adjacent battery packs sensors and NFC components.
However, the final destination of the data, i.e., further processing from the BMS controller side, would
rely on the intended application. According to the digital passport proposal, the battery data can be
stored either offline or online in a database [15]. We aim to support both derivatives, with the extended
design considered in the following Chapter 5.

Two data models have been developed to support the readout of the BMS NFC data:

• Middleware data structure. Centered around the proposed SNDEF, which is a secure data frame
on top of the NDEF structure independent of the processed data.

• Application data structure. Intended for data encoding derived from the BMS monitoring and
diagnostic processes independent of the number and distribution of the BPC.

Secure-NDEF (SNDEF)

The communication between the devices is designed to run over the NFC Forums’ NDEF records. To
enable secure data exchange in response to the requirements listed in Section 4.1.2, and defined security
models Section 4.3, a secure NFC message structure called SNDEF has been proposed that builds on the
NDEF frame structure. The frame structure is based on a model first proposed by Ulz et al. [123]. It
has been extended to accommodate a broader range of security protocols, e.g., for AEAD schemes in
addition to the traditional block modes of AES MAC protocols, making it more flexible for modern use.
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Figure 4.5 shows the proposed SNDEF frame structure. It contains the following mandatory fields:

• Cipher specification. Predetermined coded specification for the security configuration.
• Initialization vector (IV). For block encryption algorithms additional security value. It needs to

be generally kept unique and/or random.
• Tag. Additional information to guarantee the frame’s integrity. It can be an appended MAC value.
• Secret payload. Contains encrypted application data with the following sub-fields:

– Message ID. Unique message identifier. The value itself does not need to be unique, as long
as its combination with the following message counter is unique.

– Message counter. It is used to keep the chain of messages and as a guard against replay
attacks. Each message needs to have a unique counter value for each key. The counter
value can be repeated but only for a different session key.

– Message payload. Together with message type and message length preamble, with each
being 1-byte long. It contains the application message. The message type is application-
dependant, e.g., “READ_STATUS”, “UPDATE_CONFIG”.

Figure 4.5: Secure-NDEF frame structure. It consists of four main data blocks, among them ‘secret payload’ that
has its own structure and encrypted message payload field for the intended transfer payload. Adapted from
Publication D.

Due to frame constraints, the message payload is limited to 182 bytes, i.e., it is recommended to use a
fragmentation protocol when dealing with larger message sizes. While SNDEF can be used for all three
BMS NFC use cases, it is primarily intended to be used for the two diagnostic use cases since the active
sensor use case does not require channel encryption, which would only introduce additional overhead.

Application data structure

In order to support the unique design requirements of the proposed BMS NFC use cases, we have
developed a specialized message packet structure. This structure provides high flexibility for different
system uses while minimizing decoding overhead. We have removed any extraneous data that would
increase packet sizes and, consequently, transfer time.
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Figure 4.6: Proposed application packet structure for BMS and BPC NFC diagnostic readout use case. The struc-
ture is made flexible to accommodate different application uses by containing open configuration fields and
expandable diagnostic data size. Adapted from Publication G.

The application packet structure illustrated in Figure 4.6 is made up of the following fields:

• Header. It starts with a short “Preamble” to differentiate between the start and end point of
an BMS sample readout. It is followed with a “Readout counter” as a timestamp for the data
sample order, and “Configuration specification” that contains two mandatory fields and a number
of optional application-dependant parameters:

– Length. Total diagnostic data size.
– Diagnostic data size. The number of diagnostic entries.
– Optional parameters. Parameters that better describe the targeted data, or contain supple-

mentary battery passport information. “Number of params” indicates the total number of
M parameters, but the parameter code indicators are left to the developers.

• Data field. The main part of the message that is to be sent. It contains coded diagnostic infor-
mation where each diagnostic readout data of a BPC is preceded with its identifier. The structure
composition of the diagnostic data is application-specific, but in our research design, is based on
the format that we presented in Section 2.1.1.

• Footer. Considers the last part of the message that is intended for verifying the integrity of the
frame. It can be a simple Cyclic redundancy check (CRC) code.
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Figure 4.7: BMS and NFC wake-up process flowchart. Both methods share most of the same steps, with individual
steps noted in event detection (ED) and energy harvesting (EH) blocks. Adapted from Publication G.
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4.2.4 Energy harvesting and wake-up process

One advantage of the use of NFC compared to other wireless technologies is that it provides the energy

harvesting capability [137, 138]. This means that by generating the field, the active device can power the
passive device during the data transmission process. The passive device does not need to be connected
to its power source, which further reduces the total number of necessary wire elements. The use of
energy harvesting requires that the components be configured for a specific operating voltage, which
in the modern design, caps at around 3 V [225]. In addition, the total distance between the active
and passive devices is limited. However, this is of no concern with the presented system design, as
the components and their interfaces are generally produced and packed close together. While energy
harvesting can be used in all three specified wireless BMS readout use cases, it is particularly important
for the idle diagnostic use case. In this environment, the battery packs would be stored away, and no
passive energy leakage or draw should take place aside from during the status readout process.

Wake-up procedure. For stationary storage, it is important that the battery pack components and
controllers are able to conserve power. The controllers would need to be ‘woken up’ during the readout
period. Therefore, we would like to enable low power consumption and fast wake-up time by precisely
designing the wake-up process [226]. Based on the characteristics of energy harvesting, we observe
two main methods, event detection wake-up (EDW) and energy harvesting wake-up (EHW). An overview
of the characteristics and comparisons of both methods can be found in Table 4.2.

Table 4.2: Overview and comparison of the proposed wake-up system design approaches.

Model Prerequisites Pros / Cons

EDW
• NTAG needs to have an event pin
• requires a constant power source

+ wake-up is possibly faster
- needs constant power source
- higher power consumption

EHW
• the reader has to have EH enabled
• NTAG’s EH needs to be specially

configured both from HW and SW

+ NTAG is powered off in idle
+ BPC can supply the NTAG
- wake-up takes possibly longer

The main difference between the EDW and the EHW is how the wake-up is triggered. The EDW re-
lies on the use of the event detection features found on the modern NTAG. The event can be configured
to trigger the response when the harvested energy exceeds a certain threshold, i.e., when the mobile
reader comes into proximity of the BPC’s NTAG. The NTAG remains in the low-power state during
the idle period. The EHW relies on the wake-up of the BPC to go through the direct energy harvesting
function. With this method, the NTAG can remain completely powered down. In both methods, the
BPC is kept in a very low power state (VLPS) during the idle period. After the wake-up is triggered, it
enters the active state and can then respond to the readout commands. Figure 4.7 shows the proposed
wake-up process with individual steps concerning both EDW and EHW methods. In theory, the EHW
results in lower power consumption but may take slightly more time for the complete wake-up since
the NTAG is powered down in this model. Further analysis is performed in Section 7.1.1.
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4.2.5 Novel battery pack system design

After considering the system design requirements and definitions, it is evident that the development of
modern BMS and battery packs must prioritize the incorporation of new security and interface com-
ponents while keeping the additional cost relatively low. This is especially important when realizing
the wireless design through the presented use of NFC. To meet these essential production constraints,
the following conditions have been established:

1. Limiting available security functions. Security modules often come with many additional avail-
able functions. More complex silicon also entails higher prices, and custom or low-cost security
modules need to be considered when maintaining the balance between features and price.

2. Controlling the number of additional modules. Each additional module also entails additional com-
plexity in the PCB design and production.

3. Accurate communication interfaces. Additional elements used for the communication interfaces
should follow proven and right standards. In our case, this means that the NFC should work over
the reader/writer mode with supporting modules.

4. Minimizing maintenance expense. Installation overhead should be kept on the production level to
minimize any additional cost or complexity that comes from future maintenance. This is espe-
cially important with security, i.e., authentication configuration data, that would be shared and
maintained between the vendors and the users.

The enhanced battery pack would include one or more smart sensors consisting of two main ele-
ments, (i) a NFC passive element for wireless communication and (ii) a security module for han-
dling relevant security functions. To control the communication and secure readout, the control unit
would also need to be extended. The security module may be a HSM or a simplified and user-defined
TPM. It must contain at least one secure area, i.e., a electrically erasable programmable read-only
memory (EEPROM) for storing intermediate data, keys, certificates, unique identifier (UID), etc., as
well as a hardware implementation of the relevant security operations, e.g., for AES, MAC, and EC. If
cost permits, the security module could also include various symmetric crypto modes of operations, a
random number generator, KDF, and security-related functions. However, based on the analysis from
Section 4.3.1, the majority of the security functions would only add overhead and are not necessary for
running the only desirable security operation at this level of communication, namely authentication.
The proposed additional components of the battery pack system design are listed in Table 4.3.

In order to reduce expenses, it is necessary to minimize the size of the EEPROM and store only a
limited amount of pre-embedded data. The amount of data required depends on the available resources
and the level of security and design complexity, which is outlined in Table 4.4. If a digital signature is
being used, implicit certificates, as discussed in Section 2.3.3, might be a better option. They require a
much smaller footprint than explicit certificates, such as the X.509 format.

For a low complexity system design, the minimum data requirements for EEPROM are as follows:

• UID: up to 32 bytes
• Private key: 256-bit key size, 32 bytes
• (optional) Public key: 256-bit key size, 64 or (if compressed) 33 bytes
• Certificate: (varies)

If relied on implicit certificates, the public key is optional as it can be derived from its own certificate
and is generally not used for native operations. For security reasons, the EC asymmetric keys must
have a length of 256 bits. For the certificate length, we take the same as defined later in Section 5.2. The
intended EEPROM would require at least 32B + 32B + 101B = 165B, + additional user or other
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Table 4.3: Additional components for the novel battery pack sensor unit for a wireless and secure readout.

Component Part of ... Description

MCU Control unit
For the process control of communication
and security operations; can also be an SoC,
or an ASIC

NTAG Communication unit
Interface module for communication, relays
sensor data; with an RFID antenna placed
outside

Security processor Security module
Adequate hardware unit for hardware-
accelerated security operations

EEPROM Security module
For storing and handling security-related
configuration data; needs to be tamper-proof

auxiliary data. Since most EEPROM embedded in security chips today come with at least 1 kB or more
available data space [227], the introduced memory limitation would not be a problem even if different
levels of security complexity requiring more data are used.

Implementation discussion

The presented BMS with NFC design is studied for any type of sensor found in battery packs, primarily
considering temperature and pressure sensors. The architectural solution is also adapted to fit the needs
of any BMS environment, either automotive or industrial. The closer the sensors are to the battery
cores, the more accurate they can predict their behavior. The utilization of NFC makes it possible to
achieve deeper sensor installations, but since the actual placement and installation of NFC components
correlates with the readout performance, it would need to be investigated separately.

Concerning hardware, special attention needs to be diverted to the antenna design and placement,
as well as the necessary calibrations such as the impedance matching [228]. The quality of the NFC
hardware configuration directly correlates with the limits of its range and reliability, especially when
introducing higher data transfer rates. Next to hardware optimization, software needs to be also spe-
cially adjusted. The optimization of software stacks from Figure 4.4 can be observed under the low-level
driver optimizations and higher application stacks. The adjustments to be made need to comply with
the NFC standard, but also set to achieve the most efficient and reliable readout process.

4.3 Security Design

When implementing new BMS systems in real-world architectures, it is important to consider the new
vulnerabilities that arise when moving from wired to wireless communication. Referring to the security
requirements outlined in Section 4.1.2, we can identify two primary areas of protection for the BMS
and NFC system design. The first area focuses on battery pack authentication as a security measure for
the active sensor readout use case, while the second area involves the implementation of a full security
suite protocol for both external active and idle diagnostic readout use cases.
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4.3.1 Battery pack authentication

Based on the previous security requirements analysis from Section 4.1.2, we consider a security design
for internal verification of BMS modules to protect against counterfeit or malicious devices. Specifically,
we study the authentication of battery packs by NFC-related components. Based on the BMS topology,
this could mean either (i) authenticating a group of battery cells or (ii) authenticating battery cells with
their BPC, depending on the deployment. In the latter case, the authentication would be processed
exclusively by the main BMS controller, while in the former case, the authentication would be processed
by the BPC controller towards a relevant communication point, e.g., via the sensor communication
interface and the corresponding security module. In the presented design, this would be the adjacent
NTAG module, which contains both the controller for the wireless interface for communication with
the sensors and a security module for security operations.

It is believed that authenticating the battery cells is sufficient to verify the authenticity of the battery
pack as a device and prevent counterfeiting. However, it is essential to have at least one method of
mutual authentication, meaning both the BPC and battery pack must be authenticated.
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Figure 4.8: Flowchart diagram of the proposed battery pack two-factor authentication design.

Two-factor authentication. A two-factor authentication method is proposed for authenticating
the battery packs. One form of authentication is based on something known and embedded with the
device, while the other may be an additional form of authentication protocol. To consolidate foreseen
constrained requirement of the appended battery pack interface and sensor hardware, the authentica-
tion approaches of choice should also be lightweight and simple, yet secure in nature. The conferred
authentication overhead is only incurred at system startup or interaction, e.g., vehicle startup, and
therefore would not intervene with the rest of the BMS and battery active cycles. In Figure 4.8, we
can see the integration of two-factor authentication. The first authentication method is called primary

authentication, while the second one is called secondary authentication. If the secondary authentication
fails, the user will receive a warning, but the system will remain in its normal active state. However,
if both authentication methods fail, an error indicator will activate, and the action will be treated as a
threat until it is further resolved.

The choice of authentication methods depends on the offered system functionality, but in our case
we assume smart sensors and modern NFC tags that can provide some level of protection at minimal
cost. It is assumed that the verifier supports rudimentary symmetric and asymmetric crypto functions,
i.e., AES encryption and EC signature verification. The primary authentication would be based on an
“originality” characteristic of the hardware, e.g., PUF, a password, or a digital signature. This type of
authentication is usually difficult to forge, but at the same, also difficult to update because it is embedded
in the device. The secondary authentication should provide an additional layer of protection but still
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maintain the requirement to be fast, efficient, and lightweight. It can be a second password, a read-only
UID, or a symmetric crypto authentication, e.g., a challenge/response mechanism using AES. Certain
authentication methods, such as the mentioned challenge/response mechanism with AES, could also
provide the aspect of mutual authentication, i.e., verification of both sides of the communication, which
could be beneficial in some BMS cases. Table 4.4 shows an example of three different levels of system
and security complexity with proposed security mechanisms used for each authentication step.

Table 4.4: Internal BMS battery pack module authentication based on the level of security and system complexity.

Design & security
complexity

Primary
authentication

Secondary
authentication Comment

Low UID Digital signature
Affordable with full authentication,
but only on the BPC side; UID needs
to be write protected

Medium Password Digital signature
Requires authorization knowledge
providing partial mutual auth.

High PUF Chg./Resp. AES
Would require a proven PUF; AES
can provide mutual authentication

4.3.2 Security protocol for external readout

A security protocol is designed for the external diagnostic readout operation. As per requirements, the
proposed security design must be not only secure but also lightweight and efficient. To achieve these
properties, the protocol design is based on symmetric cryptography. It starts with the secure handshake
phase followed by the secure session phase.

Secure handshake phase. It is intended for mutually authenticating both parties, i.e., the external
mobile reader and the BMS or BPC unit, depending on the use case. The protocol is shown in Figure 4.9
and can be formalized as follows, with NR: mobile NFC reader and its identifier, MN : BMS or BPC and
their identifiers, chr: request challenge value from NR, cht: request challenge value from MN , KM :
embedded master key, KS : derived session key, X & X ′: concatenated received messages during the
entire secure handshake phase from NR as X , i.e., from MN as X ′.

1) NR →MN : NR, chr (4.1)

2) MN → NR : MN , cht, {{MN , chr}KM
}KM

(4.2)

3) NR →MN : {{NR, cht}−1KM
}−1KM

(4.3)

4) MN → NR : {MN , X}KS
(4.4)

5) NR →MN : {NR, X
′}KS

(4.5)

The protocol incorporates three main steps:

1. Mutual authentication: the devices authenticate each other using a challenge/response model.
2. Session key derivation: both parties derive the symmetric session key based on the pre-configured

KDF and protocol. To protect against certain derivations of replay and “chosen challenge oracle”
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attacks, double encryption/decryption operations are employed along with a dedicated check on
challenge nonce requirements. Challenges can not be zeros or equal to one another.

3. Session key possession verification: during the current handshake phase, both sides confirm the
possession of a valid session key by considering the messages that were exchanged. The verifi-
cation of the key possession is not only useful from a functional standpoint, but it also extends
the security confidence that the messages exchanged come from the current session and are not
part of a previous reply message.

External NFC
Reader

BMS Controller
with NTAG

NrID, ch_r (128-bit nonce)

verify NrID,
ch_r != 0128   

MnID, ch_t (128-bit nonce) != 0128 != ch_r,
Mnresp := Enc{ Enc{ch_r } }Km }Km  

verify Mnresp,
ch_t != 0128,
ch_t != ch_r

Nrresp = Dec{ Dec{ ch_t}Km }Km

verify NrrespMutual authentication successfully finished

Session key derivation for both sides: 
Ks_enc = KDF{Km, ch_t, ch_r }
Ks_mac = KDF{Km, ch_r, ch_t } 

Session key possession verification starts

verify
Enc{MnID, X }Ks

concatenation
of the received

mesages
X := x1 || x2 ||

... xn

Enc{MnID, X }Ks_enc

Enc{NrID, X' }Ks_enc verify
Enc{NrID, X' }KsSession key possession confirmed

Figure 4.9: Sequence diagram showcasing the designed BMS and NFC security protocol for the external diagnostic
readout. The protocol relies only on symmetric cryptography with 128-bit strength. It consists of three main
stages: (1) mutual authentication, (2) session key derivation, and (3) session key possession verification.

Secure session phase. The secure channel is now established and protected via data encryption,
integrity, and authentication checks. Depending on the system’s capabilities, it uses either AES + ‘op-

erating mode’, or an AEAD algorithm. The communication relies on the SNDEF for the secure encap-
sulation of the application data on top of the NDEF structure. SNDEF messages can be configured to
better match the intended content of the system. In the proposed SNDEF design, a simple message
counter is used instead of a validity field. Originally, the validity field consisted of a timestamp and
an internal counter. However, the timestamp can be omitted in cases where we can ensure that each
communication session uses a different, i.e., unique, session key. Omitting a timestamp can save on
design space and processing time. This can be especially important for systems that are constrained
and not able to easily derive the current timestamp, i.e., they may not have a real-time clock.

To protect against replay attacks, it is possible to include the tag of the previous message as additional
input to the MAC of a new message. This mechanism is called tag chaining and it prevents potential
exposure to accidental reuse of a session key. Additional security mechanisms can be provided by the
NFC management layer through administrative control of read & write commands.

– 57 –



Chapter 4 Wireless and Secure BMS Connectivity using NFC

Discussion on the key derivation and updates

The proposed security model follows Kerckhoffs’s principle [229], which emphasizes that the security
of the model should depend solely on the keys used, with the model and operations being publicly
known. Therefore, the master key data must be securely stored on the device in a unique manner.
If this is maintained, security operations can be executed without any compromise. However, if the
master key is exposed, it could pose a threat to the overall security structure of the model.

Session keys used for the communication are derived based on the standardized and secure KDF by
using the following formulation:

KS = KDF (KM ||UID || PRODT_STR || SEED || PADDING)
– KM is either the master key or a previously derived session key.
– UID is a unique identifier for the device.
– PRODT_STR is a custom product string that is handled as an optional input.
– SEED is a dynamic attribute that can be built from a random nonce.
– PADDING as an optional argument to round the KDF input to the same value length.

By relying on a dynamic seed, we are able to achieve forward secrecy. This means that each new
key derivation is independent of the previous one and its exposure would not affect the keys used for
the previous messages [230]. While both sides can rely on the KDF and the previous keys with nonce
generation for the key updates, there are also other methods. Specifically, “Key wrapping”, where a
class of symmetric cryptographic algorithms is used for encrypting the communication key, and “Key

sharing schemes” that rely on wider architectures combined with additional exchange channels [95, 96].
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CHAPTER5
BMS Security Architecture

Summary: In this chapter, we present the design for the core contributions to the novel BMS security

architecture. Where the previous design chapter focused on wireless and local BMS connectivity, here we

analyze the extended BMS network communication and security design with the local system networks and

remote services. The chapter begins with an analysis of the security requirements, followed by the design

overview for the local BMS security architecture, secure key derivations, the design of the secure BMS data

structure, and concludes with the secure data propagation model for on-premise and cloud services.

⋄ ⋄ ⋄

The BMS security architecture is envisioned to protect devices and data exchanges at all levels of
communication for the targeted system shown in Figure 5.1. We observe the following main entities:
one or more BMS sub-systems, other control units, e.g., ECU, a central gateway, and remote services
such as the cloud or end-user systems. Each research block builds on the previous one. The security
architecture is intended to be consistent with all currently known BMS topologies and models [26,
22]. The architecture covers secure handling of the BMS and associated entities in an internal system
network and complements the design with security considerations for full external correspondence.
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Figure 5.1: Targeted system architecture for the BMS security design. Adapted from Publication D.
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5.1 Security Requirements

The security architecture must be supported by security requirements and analysis. In this context,
we observe the current SotA BMS security analysis [51, 29, 30, 48], as well as the security analysis on
vehicles and related systems [28, 163, 52, 179, 115]. In order to exhaust all possible attack vectors and
define exact requirements that correspond to real-world system deployments, the network is observed
to be vulnerable to any type of foreign intrusions, with a full range of resources available to attackers to
mount every capable attack. Thus, we can consider that the attacker can assume the role of an ‘oracle’
with full access to the security protocol information and past messages.

An attacker would be motivated by the possibility of reverse engineering or technology exploita-
tion, including as a form of industrial espionage. In addition, an attacker might want to expose users’
privacy through data generated by the BMS in order to extort ransom, conduct exploitation, or simply
vandalism. Depending on the different realized access options, an attacker might launch attacks based
on the three main access layers:

1. Physical: manipulations directed at the BMS sub-system. Potentially the most difficult for the
attacker to exploit, due to the closed nature of the BMS sub-system.

2. Local: considers attacks that are launched from the internal system network. This is also the
central focus of protection, which comes from the very necessity to protect the main access
points of the BMS. Attacks can range from both passive and active attacks.

3. Remote: attacks on the BMS-related data going from the central gateway, i.e., the internal system
network, to the remote cloud and end-user systems. Conventionally covered by a dedicated
security suite, but also requires a wider angle of protection.

With regards to further security analysis and to support the proposed BMS security architecture, we
make the following assumptions to our design:

• The central gateway is secure against common threats with both functional and security opera-
tions being run under a trusted environment, with the device seen as a root of trust.

• Security operations that run on all involved devices as part of the system architecture are done
over a trusted security module.

• The external cloud services are done over a trusted and verifiable service provider.
• Key generation and distribution for the end-system devices are managed by a verified service

and known protocol supported by the associated OEM.

BMS security requirements analysis is further divided and analyzed under three main groups of
research interest: (i) security considerations for BMS associated local internal system network, (ii)
separate analysis of the communication channel requirements for protection against emerged vulner-
abilities, and (iii) analysis of the BMS data security requirements on all routing points of data transfer.

5.1.1 Network and device vulnerabilities

Figure 5.1 shows the internal system network that interconnects a BMS to gateway and control units. In
the past, these network points, such as CAN, were left unsecured and unencrypted, leading to system
vulnerabilities [181, 179]. This allowed malicious devices to attach to the network and provide the
attacker with direct access to execute various attacks. Additionally, an attacker could launch node-
capturing attacks to take control of an ECU, which could have serious implications [178].

A BMS is interested in protecting its configuration data, log, processing, and diagnostic data, as well
as security-related configuration data [29, 49]. These are considered the most important assets when
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communicating with an external network. Since a BMS communicates with multiple devices on the
network, the most important weight of security would be placed on authentication [51]. Each device,
including the BMS, would need to authenticate each other. Each new device accessing the network
would have to be verified by the gateway before any further communication is possible. Since the BMS
data is safety-relevant, it must be protected from tampering. Manipulated data could at best case simply
be displayed inaccurately, but at worst could lead directly to unintended system behaviours [48].

5.1.2 Communication session vulnerabilities

The protection of the communication session between a BMS and any other potential device is tied
to the protection of the derived symmetric session key. Security is maintained by Kerckhoff’s princi-
ple [229]. The derivation of session keys must be supported with the perfect forward secrecy. Perfect for-
ward secrecy, often abbreviated to just forward secrecy, is a security attribute that guarantees that dis-
closed session keys do not affect the knowledge of future or previously derived session keys [231, 232].
This means that all previously encrypted messages remain safe from the attacker’s eyes and that only
messages encrypted with the disclosed session key are affected.

Forward secrecy is a standard component of modern security suites, such as TLS. In the context of
constrained embedded devices, e.g., as is the case with ECU, the forward secrecy attribute is often not
included as part of the security design. This is mainly due to the old, and partially false pretense, that
forward secrecy adds excessive additional overhead to the already-in-place security protocols. Other
reasons could simply be that the targeted use cases would not benefit from forward secrecy from the
developers’ point of view and that attacks targeting session key exposure are unlikely.

We believe that perfect forward secrecy is highly necessary for the modern design of cyber-physical
and embedded systems due to the increase in communication with external services and systems, i.e.,
it is necessary to consider this security feature also for the communication with BMS sub-systems. For
designing a secure key derivation and exchange protocol for the devised BMS use cases, we exhaust
and observe the following threats that can affect the communication channels going from and in the
BMS controller when considering an internal network [184, 191, 183, 30, 28]:

• Exposure of past messages: if a session key, or otherwise, session-related material is exposed, past
messages can be decrypted and read. I.e., vulnerability due to the negligence of forward secrecy.

• MitM attacks: or specifically, the MitM attacks that lead to the exposure and unauthorized deriva-
tion of session keys or material.

• Node capturing attacks: the key derivation and exchange protocol should be protected against
possible exploitation in case of a successful node-capturing attack.

• Key data reuse: protocols that rely on the reuse of previous key-derivation data are prone to
vulnerabilities in case of exposures.

• Key derivation exploitation: the key derivation process needs to be subject to high-enough en-
tropy, with the key-related material only being handled and stored by the valid parties.

5.1.3 Data logging and propagation vulnerabilities

As discussed in earlier chapters, one of the major drawbacks of current BMS is that they have limited
data logging capabilities [26]. However, relying only on data logging functionality on itself is not
enough; appropriate security measures must also be provided to protect the logged data. With respect
to the BMS, we can observe data security based on: (i) BMS sub-system on-premise security, and (ii)
cloud and end system data propagation security. Therefore, the protection link must be established
from the source of the battery sensor to the end system device that processes the BMS data [11, 67].
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Figure 5.2: BMS security architecture deployment
based on a centralized gateway authority with steps
1⃝ and 2⃝ covering the device authentication and cer-

tificate derivation for individual ECU in the network,
and step 3⃝ session key derivation and secure session
establishment. Adapted from Publication F.

Figure 5.3: Three main deployment cycles and condi-
tions for the BMS local network security architecture.

The attacks on the BMS sub-system log data can be difficult to carry out as the BMS is an enclosed
device. Hence, attacks would have to be mounted from the inside via a spoofed device or from the
outside in case sealing leaks can be detected [11, 22]. If the attacker can somehow gain access to the
intermediary local network, they can launch a type of a MitM attack [49] or attack the log content
itself by reordering or manipulating data block packets [168]. Communication with the cloud system
can also be impeded by a DoS attack, against which there are few defenses. The system must be made
robust enough to cycle easily between logging on-premise and the cloud and vice versa.

5.2 BMS Local Network Security Architecture

The secure system architecture of BMS is based on the centralized architecture design [191] considering
communication channels and elements, as shown in Figure 5.1. As illustrated in Figure 5.2, each control
unit participating in the communication on the local system network where a BMS resides must first be
authenticated and receive the required security configuration information from the CA gateway before
it can open a communication session. For example, communication between two ECU, one represented
by the BMS sub-system, and the other via the EVCC, would first need to be authorized by the gateway
before they are even able to derive the proper symmetric session keys. The derived asymmetric, i.e.,
public and private keys, are mainly used for mutual authentication. The gateway is also responsible for
routing communication with remote services and managing update control.

The BMS secure system architecture is proposed to run through three major system cycles, as shown
in Figure 5.2 and Figure 5.3:

1. Device authentication. This cycle is intended to be run each time a new device is detected on
the network [233]. The central gateway authenticates the device, i.e., the BMS and any other
control unit, based on the proposed symmetric cryptography protocol.

2. Certificate derivation. The central gateway, acting as CA, issues the certificate for each pending
device on the network. This step occurs immediately after device authentication and is retrig-
gered by other prerequisite events.

3. Secure session. With the certificates in possession, a BMS is able to establish a secure communi-
cation channel for data transfer with any other valid control unit, e.g., ECU, in the network [234].
A session key derivation and exchange protocol is employed before the communication starts.
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The device authentication controlled with the gateway must happen each time a new device is de-
tected on the network. On the other hand, the authentication between the devices using implicit cer-
tificates is proposed to take place under the following two events:

• Vehicle start. During the ignition start of a vehicle, i.e., each time the ECU are initialized.
• After a system event. This refers to any significant system update, such as through the on-board

diagnostic (OBD)-II port, cloud updates, mobile updates, and so on, as well as routine updates
that occur after each configuration cycle.

With respect to the overall BMS secure system architecture, before the system can be deployed, a
fabrication pre-deployment cycle would need to take place. During this cycle, in particular, the initial
configuration for the central gateway system, i.e., for the CA, must be defined, specifically:

• What security primitives and functions are going to be employed, i.e., what hash functions, what
elliptic curves, and what is the key length?

• What format should the certificate have and what data must it contain?
• Specification of any other additional auxiliary data, the chain of authentication length, special

case considerations, etc.

In the next two sections, we will discuss how the device authentication and certificate derivation
deployment cycles and their protocols were further realized. The secure session cycle with the proposed
protocols for key derivation and exchange are analyzed under the separate Section 5.3.

5.2.1 Device authentication

The first step after deploying the system or after recognizing a new device on the network is to authen-
ticate it at the device level. The protocol we propose is shown in Figure 5.4. It is based on symmetric
cryptography with pre-embedded keys to allow greater flexibility and security for a wider range of
devices. Specifically, authentication is based on a challenge-response approach, where ‘C’ is the initial
challenge as a random value and ‘R’ is the response from the BMS side.

The protocol starts with the gateway receiving an authentication request from the BMS. The gateway
prepares the challenge ‘C’ and updates its keys as temporary keys for the request. It also derives a
random nonce NSED in case of a passive attack where the network might be eavesdropped. A MAC
algorithm is used to verify the integrity of the sent messages and also to authenticate their source.
The BMS will derive its own temporal keys and proceed to verify the received MAC value. To protect
against replay attacks and differentiate each request, the protocol relies on the dynamic use of random
nonces [191] (NSED, NBMS) by utilizing arithmetic operations to hide potential nonce traces when
transferring the response from the BMS to the gateway. The response ‘R’ contains the gateway’s
challenge and the dynamic message nonce. It is encrypted and appended with the MAC value.

First, the gateway checks the received MAC and response. Then, it verifies the nonce value by
reversing the arithmetic operation. If the authentication is successful, the gateway sends back the
encrypted certification configuration data to the BMS. After this, both the gateway and the BMS update
their authentication key. This new key will be used as an input for further device authentication,
providing a partial forward secrecy attribute.

5.2.2 Certificate derivation

The main foundation behind the proposed security architecture lies in the use of implicit certificates,
specifically, the ECQV scheme [235, 191, 133]. The certificates are used for mutual authentication be-
tween the BMS sub-system and any other external device. They are also used as a basis for computing
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Gateway BMS
req_dev_auth(IDBMS)

send_chg(NSED, C, MAC(NSED || C) ) 

 2.1: keyenc || keymac =
     KDF(keyauth)
 2.2: verify MAC
 2.3: gen. nonce NBMS
 2.4: NSum = NSED + NBMS
 2.5: R = Enc(C || NSum)

send_resp(R, MAC(R) )

 3.1: verify MAC & R
 3.2: NBMS = NSum - NSED
 3.3: Certenc = 
     Enc(NBMS || Cert_data)

send_conf(Certenc, MAC(Certenc) )

key_update(IDBMS) key_update()

 1.1: generate chg. C

 1.2: keyenc || keymac =
     KDF(auth_key(IDBMS))
 1.3: gen. nonce NSED

Figure 5.4: Proposed device authentication protocol for mutual authentication between BMS and Gateway
in an internal local network. The protocol is based on the challenge (‘C’) and response (‘R’) mechanism.
NSED, NBMS , NSUM are nonces used for the authentication step. keyenc & keymac are symmetric keys used
for the encryption and MAC calculation of the current request. Adapted from Publication D.

the private & public keys. From Section 2.3.3, implicit certificates are smaller than traditional explicit
certificates and are, therefore, faster to transmit and easier for constrained systems to store. The cer-
tificates are derived by the CA, which is the central gateway in our case.

The certificate derivation and exchange protocol is based on the original ECQV scheme, extended to
also account for other processes regarding the overall design of the proposed BMS security architecture.
Namely, it consists of these three main steps as modeled in Figure 5.5:

1. BMS request specification. A request is prepared by the main BMS controller connected to the
internal local network. It derives the ‘request value’ from a random value and the agreed EC ‘G’
point value. Afterward, a random nonce is derived that is used to guard against potential replay
attacks, with a MAC value calculated from the request data. The MAC value is used next to the
BMS session identifier to validate the source and provide non-repudiation. This is imperative as
a guard against future potential certificate possession missuses [182].

2. Certificate calculation. The CA gateway derives the certificate and provides the reconstruction

value. However, before it can send the certificate and the reconstruction value to the BMS con-
troller, it first needs to verify that the request came from a valid source. It checks the session
identifier alongside the recalculated MAC value and received nonce. Before the gateway sends
the reply back, it also derives its own response nonce together with the response MAC value.

3. Keys derivation & verification. After receiving the certificate from the gateway, the BMS will
first calculate the MAC value to confirm that it is authentic and not tampered with. It will then
proceed to calculate its private and public keys based on the received reconstruction value and
the implicit certificate. Finally, it will verify the accuracy of the public key with ‘prk ∗G’.
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Gateway BMS

cert_req(IDSess, NBMS, PBMS, Macreq ) 

cert_resp(NSED, SBMS, Cert, Macresp )

send_ack_resp

 1.1: tBMS from [1,... ,n-1]
 1.2: PBMS = tBMS * G
 1.3: gen. nonce NBMS
 1.4: calc. MAC

 2.1: verify IDSess & Macreq
 2.2: apply impl. cert. deriv.
 2.3: deriv. nonce NSED
 2.4: calc. MAC

 3.1: verify MAC & nonce
 3.2: apply key derivation
 3.3: prepare a response

Figure 5.5: Gateway implicit certificate deriva-
tion for BMS sequence diagram. The proto-
col consists of three steps based on the ECQV
scheme and is extended with nonce and MAC
verifiers providing protection against replay at-
tacks and repudiation. Step 2.2 follows the
Algo. 1 for certificate derivation, while step 3.2
contains Algo. 2. Adapted from Publication D.

Algorithm 1 Implicit certificate derivation.
Input: IDSess, PBMS

Output: SBMS , Cert
Generate kBMS ∈R [1, ..., n− 1]
UBMS ← PBMS + kBMS ∗G
Cert← Encode(IDSess, UBMS)
SBMS ← (Hash(Cert)∗kBMS+prkSED∗G) mod n
return SBMS , Cert

Algorithm 2 Public & private keys calc.
Input: SBMS , Cert
Output: prkBMS , pubBMS , status
prkBMS ← (Hash(Cert) ∗ kBMS + SBMS) mod n
pubBMS ← Hash(Cert)∗Decode(Cert)+pubSED

if pubBMS == prkBMS ∗G then
return prkBMS , pubBMS

else
return false

end

Recertification question. A crucial aspect to consider when designing a PKI for the presented
system is, “When and how should certificate validity be addressed?”. This is a common open question
when it comes to in-vehicle networks and is particularly relevant to BMS. Specifically, certificates
must be updated based on their validity input after a certain amount of time has elapsed. In case the
vehicle has been stored for a long time, the BMS might still be valid and with that, the battery packs,
but the validity field could be expired. The full authentication of the otherwise valid BMS is now
put into question. To address these concerns, several design considerations could be made. First, the
gateway could rely on the previous security material and issue a warning until the following system
and certificate update occurs. Second, an extended service could be provided by the OEM to manually
verify and update the security configuration on the BMS controller, but this would depend heavily
on the availability of the target system. Third, the validity field could be relegated to the background
during authentication or omitted altogether. This is still an open question that is left for future research
work, which would involve the existing PKI deployments in general vehicle systems.

5.3 Advanced Key Derivation

In this section, we will discuss the proposed session key derivation protocols for communication be-
tween the main BMS controller and another control unit inside a local area network. Although based
on the security requirements analysis, where we strongly recommend perfect forward secrecy with a
DKD, we also present a SKD to complete the design and account for BMS environments with highly
constrained devices. The performance output of the protocols should be appropriately optimized in
terms of the tradeoff between performance and achieved security. For better security coverage, both
protocols rely on EC for authentication via ECDSA, while differing in the key derivation procedure.
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The SKD is based on the traditional Diffie-Hellman key exchange where the derived symmetric ses-
sion key is the product of the private and public keys of each party. The protocol is shown in Figure 5.6.
On the other hand, to achieve the perfect forward secrecy attribute, our proposed DKD method is based
on the STS protocol [230]. It is a novel and advanced design and the first in the literature to use the
well-established STS protocol with an implicit certificate scheme, in our case that being the ECQV
scheme. The STS protocol was adapted to account for the public key derivation and verification with
ECQV, as shown in Figure 5.7. To further complement protection against some niche replay attacks, a
mechanism can be adapted as seen by Porambage et al. [197], where the SKD protocol can be extended
to include an additional verification step at the end. Here, each of the previous handshake messages is
appended and afterward encrypted by each party and sent over the network to confirm that all message
exchanges occurred only in the current session between the valid devices.

Both SKD and DKD methods use the ECDSA to provide the authentication [236]. The derivation of
the public key (2.1 & 3.1 from Figure 5.6, i.e., 3.1 & 4.1 from Figure 5.7) is based on the certificates:

QX = Hash(CertX) ∗Decode(CertX) +QCA (5.1)

The difference between the SKD and DKD methods comes from how the key material is derived. To
provide ephemeral keys, the STS uses the EC derivation of a random point on each request:

X ∈R [1, ..., n− 1]→ XG = X ∗G (5.2)

Both methods use the same key derivation principle by relying on an KDF as seen in eq. 5.3, but
the manner of the input differs. The SKD relies on the Diffie-Hellman (eq. 5.4), while DKD uses the
previously derived and exchanged random EC points (eq. 5.5):

KS = KDF (KPM , salt) (5.3)

KPM−SKD = prkA ∗ pubB = prkB ∗ pubA (5.4)

KPM−DKD = XA ∗XGB = XB ∗XGA (5.5)

Implementation discussion. The protocols can be used on top of the Controller Area Network
(CAN) stack or any other communication standard. The application layer needs to provide the correct
cipher spec information. Symmetric encryption can be of any traditional block cipher, e.g., AES, or
AEAD derivations. By using the conventional block ciphers it is possible to rely on the implementation
optimizations from both hardware and software perspectives.

The duration of one session would need to be specially investigated and is application dependent. In
this context, the caching of the previous registration data could be used to allow for a faster connec-
tion re-establishment. For both the performance and security design aspects, it is recommended that
the security processes are handled through a hardware-based security solution, e.g., trusted platform
modules, secure elements, or security co-processors [53].

5.3.1 Dynamic key derivation optimization

The STS-ECQV protocol for key derivation and exchange offers higher security compared to other SotA
protocols for implicit certificates key derivation, but it also comes at a slight performance cost, as it is
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Control Unit BMS
auth_req(chgCU) 

auth_resp(CertBMS, respBMS, chgBMS ) 

 1.1: respBMS = sign(chgCU)

 2.1: derive key pubBMS
 2.2: verify respBMS
 2.3: respCU = sign(chgBMS)

auth_resp(CertCU, respCU ) 

 3.1: derive key pubCU
 3.2: verify respCU

send_ack_resp 

 4.1 Derive Session key: 
 kS = prkCU * pubBMS

 4.1 Derive Session key: 
 kS = prkBMS * pubCU

Figure 5.6: ECQV static key derivation protocol se-
quence diagram. The protocol is based on the Diffie-
Hellman and uses EC signatures for the verification.
The protocol can be extended with an additional
step at the end against replay attacks by encrypting
and sending handshake messages from each party.
Adapted from Publication D.

BMS

auth_req(IDB, XGB ) 

 1.1: generate rand. 'XB'
 1.2: calculate point 'XGB'  

 2.1: generate rand. 'XA'
 2.2: calculate point 'XGA'  
 2.3: calculate sess. key 'KS'
 2.4: dsA = sign(XGA || XGB)
 2.5: rspA = EncKS(dsA)

auth_rsp(IDA, CertA, XGA, rspA ) 

 3.1: calculate pub. key 'QA'
 3.2: calculate sess. key 'KS'
 3.3: verify(rspA) {KS & QA}
 3.4: dsB = sign(XGB || XGA)
 3.5: rspB = EncKS(dsB)

sess_rsp(CertB, rspB ) 

 4.1: calculate pub. key 'QB'
 4.2: verify(rspB) {KS & QB}

send_sess_ack 

Control Unit

Figure 5.7: STS-ECQV dynamic key derivation proto-
col sequence diagram. Offers perfect forward secrecy.
Adapted from a poster publication [237].

analyzed later under Section 7.2.2. To reduce this drawback, we analyze the structure of the protocol
and offer two optimization steps that can be applied through the act of parallelization.

The proposed STS-ECQV protocol from Figure 5.7. can be divided into four operations (Op):

Op1 - Initial request phase with the derivation of the random value ‘X’ and point ‘XG’
Op2 - Generation of the public key via the implicit certificate and session key derivation
Op3 - For authentication, signature calculation and encryption of the request
Op4 - For authentication, decryption of the request and verification of the signature

Figure 5.8 shows the STS-ECQV protocol between two parties after the division and new arrangement
of the operational steps. Similar to the work done by Sciancalepore et al. [200], in the first request step
(Op1), rather than just sending the ‘XG’, the certificate is also sent (by Alice) that can already be used
by the other party (Bob) for the public key derivation. Bob now immediately sends their own data
back to Alice before initiating the next Op2. Since both parties have the necessary data, they can in
parallel derive public keys and calculate the foreseen session key. This is followed by Op3 where the
authentication data is prepared, and Op4 where this data is verified.

Based on the organization of the operations, we can see two potential parallelization phases, one
targeting Op2, and the other Op3. The reason for this division is that, while Op2 does not suffer from
any drawbacks in terms of the actual distribution of the operations, Op3 pushes the verification step
to be done at the end of the protocol. This means that failed authentications are detected later, which
can lead to longer processing time and even possible misuse by the means of DoS, or similar attacks.
Nevertheless, the protocol does not suffer from any otherwise security vulnerabilities as it adheres to
the fundamental calculation and verification steps of the original STS protocol.
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Bob Alice
gen. XA 

XGA = XA*Ggen. XB 
XGB = XB*G

IDA, CertA, XGA

IDB, CertB, XGB

Calc. QB 
Calc. KS

Calc. QA 
Calc. KS

Calc. DsA 
RespA =

Enc(DsA) 

Calc. DsA 
RespB =

Enc(DsB) 
RespADsA =

Dec(RespA) 
verify(DsA) RespB

DsB =
Dec(RespB) 
verify(DsB)

Phase I
Optimization

Phase II
Optimization

Op1

Op1

Op2

Op3

Op2

Op3

Op4

Op4

Figure 5.8: Sequence diagram of the optimized STS-ECQV dynamic key derivation protocol.

Execution time analysis

To better understand the advantages gained by applying these optimization steps, we will take a look at
the projected time analysis. Figure 5.9 shows the time duration comparison of the individual operations.

Figure 5.9: Time duration comparison of the specified STS-ECQV key derivation operations. The measurements
were done using a program written in C and run on an STM32F767 MCU. Adapted from Publication F.

Since each step is done once on each side in sequential order (from Op1 to Op4), the total execution
time can be presented as:

τT =

NOp∑

i=1

TOpAi +

NOp∑

i=1

TOpBi ,with NOp = 4 (5.6)

In the ideal sense, the optimization through parallelization allows saving the total execution time up
to the execution time of Op2, i.e., Op3. However, this does not take into account delays that can happen
due to the transmission traffic or the differences in device hardware.
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We can deduce that the additional time, without considering the network, is equal to the following:

∀x ∈ {2, 3}, TOpAx =

{
0, if A = B

|TOpAx − TOpBx|, otherwise
(5.7)

Based on equation 5.7, we can observe that the total execution time for ‘A’ when considering only
phase I (Opt. I), or both phases (Opt. II) is equal to the equations 5.8 & 5.9, i.e., in the ideal sense when
both devices are equal and there is no difference in network transmission, it is equal to 5.10 & 5.11.

Opt. I τ
′
T = 2 ∗ TOp1 + TOpA2 + TOp2 + 2 ∗ TOp3 + 2 ∗ TOp4 (5.8)

Opt. II τ
′′
T = 2 ∗ TOp1 + TOpA2 + TOp2 + TOpA3 + TOp3 + 2 ∗ TOp4 (5.9)

Ideal Opt. I τ
′
T = 2 ∗ TOp1 + TOp2 + 2 ∗ TOp3 + 2 ∗ TOp4 (5.10)

Ideal Opt. II τ
′′
T = 2 ∗ TOp1 + TOp2 + TOp3 + 2 ∗ TOp4 (5.11)

Table 5.1: BMS data logging and storage models.

Storage approach Advantages Disadvantages

Local central - one central
memory unit on the main BMS
controller

Easier to implement, handle
and secure; Generally lower
cost

Options limitation; Perfor-
mance hit for larger amounts
of data; Reduced portability

Local modular - a memory unit
per BCC

Portable with replaced Battery
cells; Easier to track log con-
tent for battery passport use
cases

Potentially higher cost; More
work on making the imple-
mentation optimal when han-
dling large amounts of data

Remote - dedicated ECU or
Cloud

Larger storage capacity;
Higher flexibility in using
different data formats

Higher implementation com-
plexity; More difficulty to
guarantee security

5.4 BMS Secure Data Model

From a design perspective, BMS log data can be processed either individually on BPC units, on the BMS
controller, or remotely either via a different controller, e.g., another ECU, or with the cloud. Table 5.1
shows these three main approaches and discusses their advantages and disadvantages.

In this dissertation, we rely on a hybrid approach that uses both local, i.e., on-premise, models, com-
bined with remote or cloud support. To support this notion, a novel secure data structure for the BMS
is proposed. It is based on a hierarchical model where we distinguish between three main structures.
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Log block. This fundamental structure con-
tains monitoring and diagnostic data specified
for each individual BMS, i.e., for each individ-
ual battery pack unit. While it is application-
specific, the base design remains the same.
The structure (Algo. 3) contains a header and
the main body with log sample data. The
header (Algo. 4) always contains the block
identifier, the identifier of the next log block in
the sequence, and the length of the log block
body. The structure is specifically designed to
account for low overhead, with the majority
of variable data being contained in the body of
the log block (Algo. 5). The log body sample
has been designed based on the BMS log data
analysis from Section 2.1.1. To account for
changes and placement of battery packs, the
log blocks do not have fixed positions, rather
each log block points to the next one in the se-
quence of installation up to the number ‘N ’ of
the given BMS as seen in Figure 5.10.

Algorithm 3 Log block full structure.

Struct LogBlock contains
LogBlockHdr log_header
LogSample log_body;

end

Algorithm 4 Log block header.

Struct LogBlockHdr contains
int block_id
int next_block_id
uint32 block_body_len;

end

Algorithm 5 Log block body.

Struct LogSample contains
Log_Meas* measurements
Log_Diag* diagnostics
Log_Fault* fault_regs;

end

BMS block. It is used to keep track of each
sampling sequence of a particular BMS. The
BMS block is also aimed to keep track of static
data relevant to the battery passports (Algo 6).
It contains mandatory fields such as identi-
fiers, timestamps, but also optional metadata.
Rather than keeping a pointer to the next BMS
block, the blocks are sequenced and tracked on
the remote side using the timestamp.

Algorithm 6 BMS block structure.

Struct BmsBlock contains
uint32 bms_block_id
uint32 timestamp
uint16 unit_id
int init_log_block_id
uint16 metadata_len
Bms_Metadata bms_metadata;

end
Secure BMS block. The application ex-
changes the data over the network using this
structure (Algo 7). The secure BMS block is en-
crypted to protect against eavesdropping and
tagged to protect its integrity. The tag makes
the footer, while the body contains the en-
crypted BMS block with appended log blocks.
Cipher-relevant data, lengths, and identifiers
are contained inside the secure BMS block
header. For security reasons, most recent
copies of the secure BMS block reside on-
premise with the main BMS controller. The
key derivation and exchange between BMS
and remote clients are done separately.

Algorithm 7 Secure BMS block structure.

Struct SecBmsBlock contains
uint16 version
uint16 length
uint32 sec_bms_block_id
uint32 sec_bms_block_serial
uint16 cipher_info
uint16 enc_bms_block_len
uint8* iv
uint8* enc_bms_block
uint8* mac;

end
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The full proposed hierarchical BMS data structure and block dependencies are shown in Figure 5.10.
As observed, the remote system maintains a decentralized data chain architecture by only needing to
keep track of the BMS blocks. Each block is considered an independent and individually abstracted
structure. Before the BMS block is attached to the current data chain structure, the secure BMS block is
first “decapsulated” i.e., decrypted, on the remote receiver side. Figure 5.11 shows the intended structure
of fully secure transmission data from a BMS sub-system to the remote cloud and end-user system.

To complement the battery passport use case, BMS blocks contain the Metadata field, which is op-
tional. This field is intended to be associated with battery passports to more accurately describe hosted
BMS sub-systems. Since this data is static and does not change often, i.e., only in the case of major
system updates or replacements, it is made to be optional to save storage space. The remote system
that logs the BMS data can keep track of these changes using an array stack that adds each new entry
with each new BMS block containing the metadata field.
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Figure 5.10: Proposed BMS data chain structure for logging lifecycle data. ‘K’ is the number of currently tracked
BMS sub-systems. ‘Mi’ is the number of currently logged BMS blocks for the ‘i’ sub-system, while ‘N ’ is the
number of the sub-system’s log blocks. The structure is independent of the set BMS topology and can be used
with different system deployments with the following considerations for one log sample - centralized: 1 BMS
block, 1 log block; modulated: 1 BMS block, N log blocks; distributed: 1 BMS block, N log blocks; decentralized:
K BMS blocks, N1, ..., NK log blocks. Adapted from Publication H.
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(a) Applying EP2M design pattern. (b) Applying SEL design pattern.

Figure 5.12: Figures (a) and (b) present the application of the EP2M & SEL design patterns with BMS concerning
logging and security functionality for battery cell data. Based on the patterns’ solution, the BMS controller takes
the role of the Main Processing Unit (MPU), with the BCC being the Embedded Controller (EC). It communicates
with individual External Memory Units (EMU) observing the data from the Monitored Embedded Devices (MED),
i.e., battery pack sensors. Concerning security, additional hardware and software engines are integrated with the
battery pack being seen as a Source Verification Device (SVD) and the attached memory as the Logging Memory
Unit (LMU). Appropriate design, sequence, and functionality conditions are to be applied as specified in the
pattern’s solutions for the addressed system case problems. Adapted from Publication A.

BMS system design to support secure data acquisition

Research on the secure system design for BMS data acquisition and processing has led to the discov-
ery of two architectural design patterns [238]. They can be used in system design to overcome the
challenges presented with designing a secure data model [239]:

EP2M: a pattern for system design aimed at streamlining the production of embedded devices
by decentralizing and modulating the data logging components and tasks.
SEL: a pattern with guidelines for extending the data logging to account for security coverage
by focusing on the data pipeline between the main embedded controller and the memory unit.

Both design patterns offer a flexible and cost-efficient solution for developing constrained embed-
ded systems. To supplement their use with a distributed BMS and account for the second-life use, we
apply the design patterns for the system design phase. The high-level design aspects are shown in Fig-
ure 5.12 1. By integrating the EP2M and SEL patterns early on in the development process, designers
can determine the necessary interface connections and module positions for BPC and its adjacent units.
The EP2M pattern serves as a precursor to SEL, which establishes the necessary connection to an exter-
nal memory unit and the BCC (or BPC). SEL provides an additional layer of security by protecting data
confidentiality, integrity, authenticity, and repudiation. These patterns prioritize a modular approach,
making each component a separate unit to allow for flexible replacements and verification.

1In the figures and the Paper, the notation Battery Cell Controller (BCC) is used in place of Battery Pack Controller (BPC).
BPC serves as a vendor-free general terminology, but they both consider the same component.
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Choosing local storage medium

For the on-premise data storage, several design questions need to be answered that depend on what
data needs to be stored, what is the sampling frequency, and what is the desired level of security. These
can be summarized into the following general requirements:

• The storage medium needs to be sufficiently large
• Data handling and storage need to account for moderate performance usage
• The memory module needs to have a sufficient life duration and be portable
• The data needs to be properly secured, guaranteeing its confidentiality, authenticity, and in-

tegrity, at the minimum

It is recommended that each BMS entity consider a suitable storage medium capable of handling the
expected BMS monitored data at the design stage of its system. Additionally, it is essential to consider
security measures at the hardware level. These measures may include using BGA packaging, employing
an SoC design to make it less accessible, and utilizing a secure memory location.

5.5 Secure On-premise and Cloud BMS Data Monitoring

Secure monitoring of BMS data involves security design specifications for each layer of system deploy-
ment. Traditionally, when speaking about the BMS network architectures, the perceptual, network,
and end-user application layers are primarily considered [11, 67]. To extend the security design at the
local level, we introduce two additional layers and extend the architecture to consider five sequential
deployment layers in total, as shown in Figure 5.13:

BMS sub-system. It consists of the BMS controller, one or more BPC and battery packs con-
nected in a closed system. In terms of communication, it can only communicate externally via
the BMS controller using a network interface or wirelessly with NFC via the main BMS controller
and the BPC, as indicated in the design. The layered protection should follow the proposed design
models already described in Chapter 4 and Chapter 5.
Internal local network. The internal local network presents one of the most important layers
of protection, as it is prone to many vulnerabilities, previously investigated in Section 5.1. Under
this layer, the main BMS controller communicates with other directly connected devices across
one or multiple bus systems. The security mechanism must include three main operations as
proposed in Section 5.2: device authentication, certificate and keys derivation, and secure session
establishment with emphasis on perfect forward secrecy.
Central gateway. It enables central configuration, control and, as a gateway, remote data propa-
gation. The central gateway unit, as the central security authority, should comply with common
security specifications and standards [125, 126]. It must be adequately protected at both the
hardware and software levels and have sufficient resources to manage multiple devices and their
configurations. A security breach at the central gateway directly affects the security of the entire
local network and, to some extent, remote end systems. For performance reasons, the gateway
collects the secure BMS blocks for all network-based BMS and securely formulates them to send
them further to the cloud layer.
Cloud data acquisition system. The cloud layer is responsible for receiving secure BMS blocks
from the gateway and further propagating them to the end system backend. It relies on the use of
the established security architectures schemes and protocols, with the security channel using ei-
ther the TLS or DTLS protocols, and transmission protocols such as Message Queuing Telemetry
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Transport (MQTT) or Constrained Application Protocol (CoAP) with different advantages and
disadvantages [240].
End system backend. Under this layer, we consider any server or otherwise user device that
processes BMS data. It is also the system that allows for battery passport backend operations. One
question still needs to be addressed when it comes to securing the BMS block key transfer. The
recommended approach is to use an End-To-End encryption method as it decreases the burden
and offers privacy for the middle layers. The implementation of this step depends heavily on the
situation, but it is recommended to use solutions that are already established in the automotive
industry, such as the key exchange design with charging stations [127].
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Figure 5.13: Proposed layered BMS security architecture for lifecycle data monitoring and logging. It consists of
hierarchically sequential five different layers observed as autonomous entities. Adapted from Publication H.

5.5.1 BMS secure data trip: From the beginning to the end

As all important building blocks have been discussed and described, we will now present the full secure
data traversal from and back a BMS and the remote backend system. Important design points will be
discussed based on the phases of the deployment from the BMS data point of view. The study is done
with the vehicle use case in mind, but it is applicable to any other architecture that deals with BMS.

The data traversal is observed from two directions:

• From the BMS to the remote system: standard logging and data acquisition from the BMS.
• From a remote system back to the BMS: as a feedback loop to feed in new BMS data, i.e., for

configuration updates, machine learning outputs, synchronizations with other systems, etc.
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The communication between the BMS and the remote end system is realized from three angles:

• From a mobile reader: during the diagnostic readout as indicated in Section 4.1.1, where the mo-
bile reader, e.g., a mobile phone, can directly process and propagate data to the backend system.

• Internal network via the central gateway: using a local network, the BMS can communicate and
propagate its data back to the backend by relying on the central security gateway or another
network unit, e.g., a EVCC.

• Directly from the BMS: although not directly present in current systems and not covered in this
dissertation, future derivations of BMS, especially in local independent systems, may rely on
direct communication with remote backends.

Pre-deployment phase

Initial configurations take place. The gateway is configured with the appropriate initial keys for itself
and other devices, the cypher suite specification, and the network connection to both the cloud and end
system backend. The cloud service is also configured and set up to be available online. The end system
backend has obtained appropriate keys for decrypting the BMS data structure. The BMS is embedded
with its master key and initial cypher and system specifications. When new battery packs are inserted,
they must be verified by the BPC, i.e., the BMS controller, based on the model from Section 4.3.1.

Start-up of the system

It is assumed that the BMS has been inserted for the first time into the system with the current BMS
controller together with its adjacent devices. It is detected by the network’s central gateway:

1. The gateway detects and marks the newly detected devices, i.e., the BMS controller.
2. The mutual device authentication is initiated once, relying on the Section 5.2.1 protocol.
3. After successful device authentication, the implicit certificates are derived for the BMS based on

the protocol from Section 5.2.2.

Active monitoring phase

During the active period, data is logged by or fed back to the BMS controller. The data are sampled in
their raw form by the battery cell sensors. They are then pre-processed and packaged into the secure
BMS blocks as described in Section 5.4. The secure BMS blocks can be temporarily stored on-premise
before being further propagated. In the active phase, the BMS would most likely actively send its data to
the central gateway unless a special request is received. This request could come from another internal
network unit or an external readout device. In all cases, a secure session with device authentication and
session key derivation must be established before any further data transfers take place. In the case of
the external mobile readout device, the communication would follow the guidelines of the proposed
symmetric cryptography protocol, as seen in Section 4.3.2. The internal network communication, on
the other hand, would rely on the asymmetric implicit certificates and use either a SKD or a DKD
protocol proposed in Section 5.3. Any further network and external communication would also rely on
the additional network encapsulation to provide a secure data transfer.

The directions described in this section should be applied to finalize the data traversal to the end
system. This considers establishing ahead a secure connection between the secure gateway and the
cloud system, i.e., the end backend device. With this, the full secure BMS data propagation is established.
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CHAPTER6
Implementation

Summary: To accurately evaluate the proposed architectural design, an extended prototype BMS was

implemented. This chapter addresses the main building blocks considered in the implementation and is

divided into three main sections. The first section addresses the overall architecture of the test suite, which

was created, maintained, and continuously extended over the course of the dissertation. The second section

gives an insight into the structure of the communication architecture and mainly deals with the communi-

cation layers used and the protocols implemented. Finally, the third section discusses the implementation

of security protocols, which were used for testing the core elements of the research.

⋄ ⋄ ⋄

6.1 Test Suite Implementation Overview

To demonstrate the feasibility of the proposed design architecture and analyze its applicability in a real-
world environment, a test suite was designed and implemented. Various requirements were defined at
the beginning and during development to allow for the realization of an accurate and usable research
prototype test suite:

• Req. 1: Accurate prototype representation. Hardware components should match their real-world
counterparts as closely as possible to provide a more accurate picture for scientific analysis. They
should also be automotive-graded where possible.

• Req. 2: Correct application extension. Implementation of any additional functionality and security
layers and protocols must be done on top of or in parallel with the existing software stack, which
includes the BMS monitoring and diagnostic application layer. The extended code and functions
should not interfere with the existing code and performance of the BMS diagnostic process.

• Req. 3: Adequate security implementation. Security protocols are to be implemented using either
an accessible security co-processor or a trusted security software library.

• Req. 4: Optimal run time and memory management. Implemented advanced features should pro-
vide optimal usage with minimal additional runtime overhead. Memory buffers for storing, pro-
cessing, and transmitting BMS data should also have minimal memory consumption since they
are and would be executed on embedded devices.

• Req. 5: Appropriate communication stack. The communication stack, i.e., the data frame format
and transmission protocols should be representative of a sophisticated and accurate usable de-
sign. Additional layers should be provided for functional purposes where appropriate, but with
minimal resource expenses so as not to add unnecessary overhead.
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Figure 6.1: Building blocks of the secure and wireless BMS test suite prototype used for the development
and testing. It consists of 1⃝ a BMS emulator: BMS controller (S32K144 with CSEc), BPC (RD33771C), and a
battery cells’ emulator (BATT-14CEMULATOR), 2⃝ a local network with: Secure gateway (Raspberry Pi 4), an
exemplar ECU - EVCC (S32K144 with CSEc), 3⃝NFC readout elements: additional BPC controller (S32K144) for
NFC device control with an NFC Reader (NCx3320) and NTAG (NCx3310), a temperature sensor with the NTAG
(NCx3310), an external reader (Motorola Moto X), and 4⃝ remote services: Cloud (AWS), and an end-system
(Raspberry Pi 4).

The implemented test suite 1 is shown in Figure 6.1 with several building blocks consisting of the
following main four module groups:

1. BMS emulator. The emulator is based on a BMS NXP reference design to fit the Req. 1 conditions.
It consists of three main building components representing the distributed BMS topology.

2. Local network. To simulate the representation of the in-vehicle, or other local, network opera-
tions, a universal asynchronous receiver-transmitter (UART) communication link was established
between the BMS and a central gateway device. An additional controller was used for simulating
the intra-session communication between the BMS and another ECU using the CAN link.

3. NFC readout elements. To convey all three main use cases, implementation was done using
both NTAGs as the passive, and NFC reader as the active device. The readout from the battery
pack is programmed and controlled using an additional MCU board. In Figure 6.1, only the names
of the NFC chips and their placement are shown due to confidentiality reasons from the NXP side,
as the project relied on internal custom boards.

4. Remote services. External service communication is represented by a cloud connection that
goes over the gateway from the local network. An end-system device is also used for a full data
transfer demonstration.

1For the research analysis, several other implementations have been done as well. Specifically, it was necessary to test the
usability of the proposed key derivation protocols on embedded devices with various resource limitations. Since these
implementations are evaluation-bounded, they are described in Section 7.2.2.
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6.2 BMS Emulator

The BMS emulator contains three main elements:

1. Main BMS controller : represented by a S32K144 MCU board which is designed for automotive
applications. The controller itself hosts an initial BMS monitoring and diagnostics applications
alongside which the appropriate communication and security challenges are implemented.

2. BPC: as an RD33771C BCC, it is a bridge between the battery cells and the main BMS con-
troller. The communication with the main BMS controller is done over the transformer phys-
ical layer (TPL) protocol. The S32K144 possesses an additional FRDMDUAL33664EVB shield for
communication with one or multiple BPC, the latter being done by a “daisy chain” connection.

3. Battery emulator : with a BATT-14CEMULATOR that allows the emulation and precise analog
transfer of targeted battery cell data. Specifically, it allows the readout of 14 battery cells with
their voltage values and one temperature value for the whole pack. The configuration of the
voltage and temperature values is done over adequate potentiometers.

The implementation on the BMS MCU is done exclusively in the programming language C. The
BPC enables the processing of the battery-emulated data, which is subsequently post-processed by
the main controller of the BMS. The original application on the main BMS controller would retrieve
the diagnostic data from the connected BPC and process it in a loop. Before this process takes place,
enhancements were made to the process of authenticating and establishing a secure connection with the
external secure gateway. After this step, the keys are derived and logging and processing of monitoring
and diagnostic data can begin. The data is post-processed and prepared based on the BMS block design
described in Section 5.4. The authentication and session establishment steps are performed using a
finite state machine (FSM). The FSM is timed, meaning that if a substate is not updated or evolved after
a certain period of time, the timer automatically resets it to an earlier state to allow the resending of
a previous request. To better understand how this complex code was developed, we will examine the
code structure and security implementations in more detail in the following two subsections.

6.2.1 Software stack and libraries

In this section, we will briefly describe how the code structure was built. The software implementation
was programmed along with the available NXP BMS controller code. Figure 6.2 shows the implemented
software blocks and stacks. At the centre of the code lies the Main State Machine, which is contained
in the code file ‘main.c’. The BMS Diagnostic Functions contains the main diagnostic and monitoring
files responsible for collecting and processing the data from BPC. These files have been left essentially
unchanged, except for some code enhancements in the ‘diagnostic_handler.c’ file.

The BMS controller communicates with the external gateway and other controllers through the files
and libraries of Communication. The main file ’comm_handler.c’ contains the necessary functions for
sending and receiving commands and encoding and decoding messages. The code for CAN and UART
communication is extended to the initial code provided by NXP. The processing of the application
takes place in the Test Suite block. Most functions are called from the Gateway Handler, a legacy name
mainly intended for communication with the gateway, but also extended to handle application scripts
for other communication tests. The Security Handler is responsible for performing security-related
operations. Depending on the configuration, they can be executed either in software or hardware,
which is described in more detail in Section 6.2.2. Communication with other controllers is handled by
a separate Secure Session block, where both static and dynamic sessions can be executed. The important
Implicit Certificates block contains functions for processing implicit certificates.
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Figure 6.3: Implemented software stack for the security application use.

6.2.2 Security protocol implementations

Dedicated handlers have been implemented to enable the reliable use of security functions for the
targeted tests and applications. For accuracy and security reasons, all underlying security operations
come from trusted sources, either via software through the well-established and lightweight BearSSL

library [241] or via hardware through the Cryptographic Service Engine compressed (CSEc) security co-
processor provided on the S32K144 [242].

Central security wrapper. Depending on the test or application, different configurations can be
applied to control the operations either between the BearSSL or the CSEc. From the developer’s point of
view, the same operations are used, except that the mechanism behind them is hidden using a wrapper,
based on the principle of encapsulation [243]. The implemented blocks are shown in Figure 6.3.

Implicit certificate functions have been implemented directly in code using the BearSSL library
and are observed as separate functions. BearSSL provides elliptic curve operations, with specific process
steps implemented individually. To enable the operations, other auxiliary libraries also had to be imple-
mented, such as the library for computing big integers. The decision for the hands-on implementation
of ECQV functions was due to two main reasons:

• Limitation 1: During programming, finding open libraries that supported ECQV functions in the
‘C’ language was challenging. It was crucial to have a library that was not only usable but also
flexible for extensions and had proven functional accuracy.

• Limitation 2: The implementation of additional processing steps, e.g., the proposed authentica-
tion protocol from Section 5.2, and the STS-ECQV protocol proposed in Section 5.3 would be
difficult to implement if a proprietary library was used.

The implemented code has been used for the overall BMS test suite security architecture, to maintain
consistency with the already implemented functions. However, a separate ECQV implementation has
been also done that relies on previous research and provided library from Pollicino et al. [130]. This
library was used to provide the baseline functions for the comparison and evaluation between the
compared ECQV key derivation and session establishment protocols. More on this in Section 7.2.2.
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Using a secure module

For the hardware-accelerated security functions, we relied on the use of the CSEc security module found
on the NXP’s S32K1xx family of devices, i.e., on the S32K144 MCU used in the research prototype [242].
This security module implements the Secure Hardware Extension (SHE) specification [244].

The use of CSEc enables the secure generation and storage of symmetric cryptography keys and the
faster and more secure execution of certain security functions. It also provides a real random number
generator (RNG) that was useful for generating keys and nonces. However, the module only provides
the use of symmetric cryptography, viz. AES for encryption and CMAC for computing the MAC tag.
These operations are also limited to 128-bit keys. Due to the limited functionality many other functions,
especially those related to asymmetric cryptography and implicit certificates, had to be implemented
by using the BearSSL library mentioned above.

The functions are used through an implemented wrapper, as illustrated in Figure 6.3, which, depend-
ing on the internal configuration and availability of the target functions, is either run through the CSEc
or passed to the implemented security functions that use the BearSSL handler.

6.3 Local Network

Under the local network, we consider a complex channel infrastructure between the BMS and the rest
of the external system to replicate a communications environment found under a local area network
(LAN), e.g., inside a vehicle on the internal central bus. The following elements are considered when
designing the implementation:

1. Secure gateway: uses a Raspberry Pi 4, as a central device. The “gateway” program is done in the
programming language Python to support extended functionalities and also the connection with
a cloud system.

2. EVCC: is used to represent a controller responsible for the connection establishment between the
BMS and a charging station. The software is based on the same stack and functional implemen-
tation as on the main BMS controller, the difference being only in the messages sent and ordered
sequence for the session key derivation and thereafter communication. Hence, the EVCC is also
represented by an S32K144 MCU board.

3. Battery emulator: it is also part of the local network, through the communication with the main
BMS controller that also acts as a wrapper for the remainder of the BMS sub-system. Its full
implementation has been previously described in Section 6.2.

4. Communication channels: the local communication between the three main devices works over
an implemented network stack, specifically over stacks run on the UART and CAN lines.

The local area network is represented by the use of two different protocol connections: (i) a serial
UART connection for communication between BMS and other control units with the secure gateway,
and (ii) CAN for intra-module communication between BMS and control units, i.e., ECU. In the dis-
sertation investigation, we have focused on developing a scalable service architecture using the secure
gateway. The intent was to make request processing independent of the device, but allow for extensions
to accommodate the intended BMS use cases and test applications.

A brief description is given in the following two subsections to better summarize the network design
and stack as well as the gateway script.
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Figure 6.4: Developed frame and packet structures for the communication layers used for the intra-network
communication between the BMS controller and the central gateway. Adapted from Publication H.

6.3.1 Communication architecture

The test suite relies on the use of different network communication layers running over two physical
communication standards, UART and CAN. The UART communication is intended for use between the
secure gateway and another, e.g. BMS, controller, while CAN is used between different ECU; in our
case, these are BMS and EVCC. The data packet structures used on each layer are shown in Figure 6.4
for the UART stack, where Figure 6.5 shows the data structures on layers using the CAN protocol. The
actual layer fields can be tailored to meet the needs of the target system, i.e., they are designed to be
implementation flexible to accommodate other potential communication standards.

Serial connection

From Figure 6.4, the application layer holds the main custom packet that is application specific. The
secure BMS block is included as the payload to the generally agreed application packet structure on
the internal network level. This payload is to be encrypted and together with the added header that
contains ECU ID (4 bytes), Op. ID (2 bytes) and Length (2 bytes) is MAC-ed and added as the trailing Tag
for integrity protection. The internal network then mainly communicates with these secure packets
that are received and decrypted on the symmetric protocol level. The transport layer helps in the
fragmentation, i.e., when the payload length is longer than what can be sent with the custom data-link
packet structure decoded on the physical receiver. In our test case, the data-link layer packet can only
hold up to 255 bytes in one packet, hence, there is a necessity to use the additional transport layer. The
transport layer is modelled after the ISO 15765-2 standard used also for the CAN networks [245]. The
transport data can be up to 232 bits in length (or up to 4GB), but the actual transport data field is up to
253B long to accommodate the underlying data-link layer, i.e., multiple packets must be formed in case
the data is longer than link-layer data field length.

As mentioned above, communication is based on the use of the UART protocol, more precisely, the
low power UART (LPUART) protocol version. The baud rate is set to 57600 baud, i.e., 57.6 kBit/s, and a
standard communication configuration is used otherwise. To avoid noisy readouts, the data is checked
only after receiving the first 7 bytes (header of the created ’data link’ frame), after which the content
is analyzed for the correct communication code and the device ID. The communication is ’blocking’
and tailored to the specifications of the application and the FSM controlled by the main functions. This
means that readout occurs at specific times. Timeout handlers are responsible for resending certain
frames if the previous ones were not received completely or correctly.
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CAN connection

To model an accurate automotive communication environment, physical communication standard CAN
was utilized for communication between the BMS and any other adjacent ECU. For the evaluation,
it was used to test the proposed derivation of the secure communication session (from Section 5.3)
between the main BMS controller and the EVCC. The focus on the BMS and the EVCC was inspired
by recent research by Fuchs et al. [53]. Specifically, we have relied on the use of the Controller Area
Network Flexible Data-Rate (CAN-FD) protocol, an extended specification of the original CAN protocol
that is becoming increasingly popular today. The CAN-FD protocol offers a higher data rate and payload
size compared to the original CAN protocol, among other advantages.

The structure of the data packets is shown in Figure 6.5, where the application layer is designed to
be lightweight and used for intra-module session communication. During the derivation of the session
key, the data can be sent in plain text. After the keys are derived, the ‘Application Data’ field may also
contain an encrypted message structure very similar to that shown in Figure 6.4.

Type Index or Size Transport Data

SOF Identifier Ctrl. field ACKCRCData field
Data-Link

Layer

Transport
Layer

1B 1-4B X-253B

1bit 9bit 2B0-64B 2bit
EOF
7bit32 bit

Application DataCom. ID Sess. Comm. ID Op. Code
1B 1B4B 0...XBApplication

Layer

Figure 6.5: Developed CAN(-FD) protocol communication stack for testing the intra-module communication be-
tween BMS and EVCC. Extended from Publication F.

6.3.2 Gateway protocol administration

The secure gateway is a device responsible for the control of the network, authentication of the devices,
CA for implicit certificates, and edge point for the control with the outside, i.e., with cloud services. To
allow these functions, we developed a script in Python for Raspberry Pi 4.

The communication control from the gateway is based on the operational codes found at the begin-
ning of the header of the data-link frame. From Figure 6.4, we can observer the following fields:

• Code: preamble research prototype code with a fixed value of 0x53. 1 byte long.
• Communication ID: unique device serial link communication ID. 4 bytes long.
• Operation: code for the operation, i.e., the message content. 1 byte long.
• Length: total size of the frame payload data in bytes. 1 byte long.
• CRC: 16-bit error detection code. 2 bytes long.

The codes are interpreted using a FSM. In order for the request to be processed, each field must
be confirmed, otherwise, an error message is sent as a response. This process is shown in Figure 6.6.
Each action is identified by a different operational code. Each code contains only 1 byte, with the most
significant 4 bits containing the operation class and the least significant bits holding the sub-identifier.
The implemented operation codes, and with that the operations themselves, are listed in Table 6.1.

The secure gateway is instructed to open a new running thread on each new request session, i.e.,
either for authentication or session communication. In the setup used in the dissertation, these come
from the BMS and EVCC devices, but the architecture is flexible to accompany any other ECU.
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Table 6.1: Operational codes implemented and used with the BMS test suite.

Action Text class Hex class Description

Device authentication INIT_DEV_AUTH_{step} 0x0{i} Initial device authentication
Certification INIT_CERT_{step} 0x1{i} CA certificate activities
Static session SESS_STC_{step} 0x2{i} For establishing static session

Dynamic session SESS_DYNM_{step} 0x3{i} For establishing dynamic session
Logging & cloud GW_SESS_{step} 0x5{i} Processing BMS log data

Figure 6.6: Secure gateway process handler flowchart: (i) the gateway receives a request, (ii) each field is checked
individually with corresponding error messages sent in case of an error, (iii) on success, the action is processed,
(iv) an appropriate response is generated using the same format as the request and sent back to the device (BMS
or EVCC), (v) the state of the FSM is incremented with a new value.
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6.4 NFC Readout Elements

To test the usability of wireless BMS readout under the use cases previously specified in Chapter 4,
appropriate NFC devices were integrated. The components used could not be just any NFC elements.
They had to be automotive-graded, and operational with respect to the specified functional and security
requirements. To this end, we resorted to using the new NTAG5 link and boost components from NXP
Semiconductors [246].

Specifically, for the test suite, the following NFC devices have been implemented:

1. NFC reader : an NCx3320 chip and board have been used, together with an additional S32K144
MCU to provide control over the reader.

2. NFC tag: two NCx3310 NTAG have been used; one for the external readout and the other for the
temperature sensor readout simulation.

3. External reader : a smartphone, Motorola Moto X, was used to test the external active and idle
diagnostic readouts.

An important point here to discuss is the use of the separate auxiliary MCU controller to function
as an extension to the already existing BPC. As per the proposed design from Chapter 4, both the NFC
reader and the NTAG should be directly attached and controlled by the BPC. Since the BPC in the
prototype is an integrated application-specific integrated circuit (ASIC), an additional controller had to
be used for the development and testing of the NFC functionality. However, this NFC controller still
communicates with the BPC by sending the read data through a low-pass filter and acts as the analog
input instead of the one from the battery cell emulator. The low-pass filter conversion is done to convert
from the otherwise digital signals processed on the MCU to the analog values read by the BPC. This is
done to bypass the standard “wired” connection and still allow for a full test suite analysis with regards
to the NFC components. It is important to note that the MCU modifications for transfer over the BPC
are intended for the ‘Active sensor’ use case, as for the other two diagnostic use cases, the readout is
carried out externally using a mobile device directly from the NTAG of the auxiliary controller.

Elements of the NFC readout components integration have been also developed during the turn of
two master theses, with the initial setup by Gärtner [214], and later updated by Laube [215].

6.5 Remote Services

To fully test the secure encapsulation of the BMS block’s data and transmission from its battery cell
sensor source to the final end-system, it was necessary to extend the simulation to also support remote
services. Specifically, a connection was established with a cloud service that would then be able to
collect and process the data to a user’s end-system device.

The test suite was extended with the following components that consider remote services:

1. Gateway device: the secure gateway, i.e., a Raspberry Pi 4, described in Section 6.3.2, is responsible
for preparing the received BMS secure log data and forwarding it to the cloud.

2. Cloud service: the processing is done over an Amazon Web Service (AWS) cloud instance, as one
of the bigger and more reliable cloud services present at the time of this writing.

3. End-system: for the purpose of receiving and visualizing the received BMS data, another Rasp-
berry Pi 4 was employed that is connected to the network. Here, a script was implemented using
Python. It is set up as a server using the Flask library.

Communication between the gateway and the AWS cloud runs over the secure MQTT protocol.
The MQTT is a standard protocol used for machine-to-machine communication and transmission of
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frequently sampled data [240]. Security is provided by certificates and keys derived from the TLS proto-
col. After receiving new data, the AWS further processes it and sends it to the end-system by relying on
the HyperText Transfer Protocol Secure (HTTPS) protocol for secure and reliable transmission. Since
the data blocks are encrypted, the cloud only knows the destination of the user, with their privacy be-
ing protected. The updating of the data is based on the shadow principle. The AWS cloud maintains a
shadow instance of the gateway for each user assigned to it. As soon as a change occurs, i.e., new data
is detected, it is automatically transmitted to the target end-system. The main task of the end-system is
to process the received BMS block by decrypting and extracting the required data, which is afterwards
displayed in a real-time graph.
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CHAPTER7
Evaluation

Summary: In this chapter, the evaluation is presented for the solutions contributed by this dissertation.

Namely, the evaluation is done on the basis of the presented three research questions from Chapter 1, i.e.,

divided on each different BMS layer of communication, starting with the internal BMS sub-system, followed

with BMS interaction on the local network, and finally, the evaluation regarding the full secure BMS data

propagation from the source to the end cloud system. The evaluation relays on the implementation setup

described in Chapter 6 with additional analytical and practical evaluation steps. Each layer is analyzed on

the important performance and security evaluation points.

⋄ ⋄ ⋄

7.1 Secure BMS NFC Wireless Readout

We start the evaluation by analyzing the proposed wireless and secure design for the BMS sub-system
from Chapter 4. Specifically, we take a look at the internal active sensor readout and external diagnostic
readout use cases and analyze them on the performance, overhead, and achieved security.

7.1.1 Performance evaluation

The evaluation was done using real hardware as part of the test suite from Section 6.4. For accuracy, it
was important to rely on the NFC components that are NFC-forum compliant and automotive-graded.

BMS NFC internal readout

Figure 7.1 shows the performance evaluation for the BMS NFC active sensor readout use case. We
divide the process into two main operational phases:

1. Initialization: it is run during the first NTAG discovery process. It starts with the security authen-
tication step (369.3 ± 0.4ms), followed by the energy harvesting setup (19.6 ± 0.3ms), NTAG
initialization setup (29.2± 2.4ms), and sensor initial configuration (116.1± 1.2ms).

2. Monitoring: during this phase, the sensor measurement readout is continuously triggered. Each
full readout and transfer takes 27.2± 0.5ms.

The majority of the time is spent on the authentication phase. However, this step only needs to be
performed once during the initial device discovery and configuration. It is also highly hardware and
software dependent and could be optimized for an integrated design. We can conclude that the reported
time is sufficient for BMS applications where the sampling time for one sensor is higher than 30ms.
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Figure 7.1: Performance evaluation for the BMS NFC active sensor readout use case. Adapted from Publication C.

Sensor throughput analysis. The throughput for the active sensor readout use case depends on the
number of sensors per battery pack module and the number of BPC and their readers. For our use case,
we will assume one reader per battery pack module with one sensor per battery cell pack. During the
monitoring phase, we are able to perform 33 measurements. After optimization, each sensor readout
requires only 8B, resulting in a throughput of 264B/s. I.e., for one thousand iterations, this would
result in ≈ 29.24 s and a throughput of 7.54 kB.
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Figure 7.2: Diagram showcasing the timeline for the BMS external readout utilizing the proposed NFC design.

BMS NFC external readout

The external readout was tested using a custom mobile application and an NTAG connected to the em-
ulated BPC. We analyze the security protocol introduced in Section 4.3.2 under the authentication and
session phases to simulate a diagnostic readout. The setup considers an ideal NFC antenna positioning
and uses hardware-optimized security AES-CBC+CMAC functions. Figure 7.2 shows the full timeline
of the evaluation process. Most of the time is spent on the integrated NFC read & write operations. The
reported performance time is deemed sufficient for the current BMS readout requirements.
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Protocol overhead. The current design uses 16 bytes for the authentication from the mobile reader
side, and another 32 bytes from BMS or BPC MCU as a reply. Session application data is sent in SNDEF
records. Each record is fixed with a total size of 234 bytes, from which 8 bytes are contained in the record
header. The remaining 226 bytes are further divided into 34 bytes of public data consisting of cipher
specification, IV, and a tag, and 192 bytes of secret data from which 182 are left for the application. For
an exchange that would include a larger data transfer, fragmentation would need to be included.

BMS NFC Wake-up Analysis

The wake-up process relies on the use of energy harvesting to power the passive device, i.e., NTAG. We
observe two models as described in Section 4.2.4. Figure 7.3 shows the designed evaluation schematic
with different connections for EDW and EHW models. In real hardware development, a level shifter
can be used to avoid possible cross currents between the I2C, the return signal port, Vcc & Vout. The
wake-up process depends on the distance between the reader and the NTAG. In our setup, the distance
reaches a peak value of 5.4 cm. It was found that a distance of 2 cm between the active reader and the
passive tag device is recommended for feasible and reliable communication.

For the devices used, the theoretical wake-up power consumption for the EDW model is 117.81µW ,
while for EHW it is 98.3µW . In both cases, the BPC (S32K144) needs to wake up, which requires
1.9ms for a full startup in normal working clock mode. Since in EHW model, the NTAG is completely
powered-off before the wake-up process, it takes slightly longer than the EDW model to reach the
trigger interrupt condition. Specifically, to reach the 2.145V value required for the interrupt, the EDW
model requires 1ms and the EHW model requires 1.9ms. Compared to the current wireless BMS SotA,
where Rincon Vija et al. [247] demonstrated a wake-up model for BMS using BLE, this is a significant
improvement as NFC enables a fast and energy-efficient wake-up process, which is essential for second-
life diagnostic readout applications. The BLE not only takes more time to wake up with the reported
500ms, but is also less flexible for the proposed use cases and incurs higher production costs.
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Figure 7.3: Design schematic for evaluating the proposed NFC wake-up models. Adapted from Publication G.

7.1.2 Security evaluation

The security evaluation is based on the threat model analysis to evaluate the achieved protection against
the common threats [112, 113], and STRIDE classification model [114]. The analysis follows the security
requirements and threats described in Section 4.1.2. We list assets (A), threats (T), countermeasures (C),
and potential residual risks (R). The same analysis method is also conducted for the other sections of
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the evaluation. For the BMS NFC design, we separate the security analysis on the use cases, i.e., on the
proposed internal and external readout design. We additionally conduct a formal security analysis on
the proposed BMS NFC security protocol to further support our claims.

Security model analysis for internal BMS NFC readout

For the internal readout, we argue that every attached pack is deemed untrustworthy before verifying
and that no device possesses hardware and software design vulnerabilities. In the internal communica-
tion, we want to protect the following assets: (A1) sensor data, (A2) system integrity, and (A3) diagnostic

data. The attack surface is modeled after a DFD shown in Figure 7.4.
We list the following threats⟨with STRIDE categories⟩, assets, and provided countermeasures:

[T1]⟨S,D⟩ Battery control obstruction 7→ (A1), (A3): false sensor and diagnostic data can lead to the
disruption of the standard BMS operations.

(C1) Battery pack authentication model: by using the authentication model from Section 4.3.1,
we are able to validate and protect from malicious devices gaining system access.

[T2]⟨S,T,D⟩ BMS status tampering 7→ (A2), (A3): similar to [T1], but considers malicious change of
the original message content.

(C1) Battery pack authentication model: the same protection mechanism as for [T1].

[T3]⟨S,T,R,I⟩ Opening a backdoor 7→ (A1), (A2): an attacker might gain direct system access through
an exposed interface or a counterfeited device.

(C3) NFC technology characteristics: short range and exclusive band makes remote attacks diffi-
cult, along with (C1) protecting against counterfeited devices.

[T4]⟨T,I⟩ Remote channel attacks 7→ (A1): can be in the form of passive eavesdropping or active MitM
attacks targeting the NFC channel.

(C2) Battery pack sealing: the battery pack is enclosed in a metal chassis and therefore impervious
to outside attacks. (C3) also hampers the possibility of this type of attack.

[T5]⟨T,R,I⟩ BPC data leak 7→ (A1), (A3): if an attacker can gain access either through [T3], [T4] or
some other form, they would be able to compromise the data processed on the BPC.

(C4) Data & device security: By providing optional security operations and relying on the secure
hardware design. Otherwise, the mitigation is difficult and not covered by the original design.

Security model analysis for external BMS NFC readout

The security analysis for the external BMS readout is directly tied with the security protocol for the
authentication and secure session derivation, formally analyzed in the next section. However, the full
security design model must also consider threats that may arise from system-side vulnerabilities. We
performed a security analysis similar to the internal BMS readout by listing threats and countermea-
sures. For better illustration, the results are shown in Figure 7.5 using a GSN. Here we can see that
we aim to protect (A1) the transmitted BMS data and (A2) system material in the form of configuration
data. (C1) & (C2) come from the developed authentication protocol, (C3) is based on the internal config-
uration, (C4) is included in the SNDEF structure, and (C5), (C6), (C7) are design protection mechanisms.
We do note that the proposed design has difficulty with DoS attacks, but these would be rare due to
the NFC short-range property. On the other hand, there is no direct protection against side-channel
attacks, and these would need to be mitigated by proper design controls.
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Figure 7.4: Data flow diagram security model for the internal BMS NFC readout. Adapted from Publication C.

Figure 7.5: GSN security model for the external BMS NFC readout. Adapted from Publication D.

Formal analysis of the NFC mutual authentication protocol

For the analysis of the symmetric security protocol for authentication and session key derivation pro-
posed in Section 4.3.2, we conducted a formal security evaluation using BAN logic [119]. It is a formal
model based on knowledge and belief [248, 249, 250, 251]. The analysis is based on setting up a specific
hypothesis that we want to prove by using the logic formulae shown in Table 7.1 [251, 235]. Based on
the hypothesis, goals are set that are then verified using BAN-logic postulates, i.e., the inference rules.

An inference rule is defined as follows, where it is stated that Y holds as long as X1...Xn hold:

X1, ..., Xn

Y
(7.1)

There are several defined inference rules, but in this analysis, we will be relying on the following:

• Message-meaning rule

M |≡ N
K←→M,NR ◁ {X}K

M |≡ N |∼ X
(7.2)
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Table 7.1: BAN-logic formulae.

Formula Description

M |≡ X M believes and trusts X ; the principal logic rule
M ◁X M sees and has received a message X

M |∼ X M once said X at present or past; it believed X at that point
M ⇒ X M has jurisdiction and can delegate over X
#(X) X message is fresh; it has never appeared in the past
⟨X⟩Y Message X is combined with Y ; Y is a secret that proves the origin of X
{X}K Message X is encrypted with key K

M
K←→ N M and N use the shared key K for secret communication

K7−→M K and K−1 are the private and public keys of M respectively

M
X
↼−−⇁ N The secret formula is only known to M and N

• Nonce-verification rule

M |≡ #(X),M |≡ N |∼ X

M |≡ N |≡ X
(7.3)

• Belief rule

M |≡ X,M |≡ Y

M |≡ (X,Y )
or

M |≡ (X,Y )

M |≡ X
or

M |≡ N |≡ (X,Y )

M |≡ N |≡ X
(7.4)

• Freshness rule

M |≡ #(X)

M |≡ #(X,Y )
(7.5)

Idealized protocol. We prepare the BAN form based on the protocol definition from Section 4.3.2:

1) all plaintext (7.6)

2) MN → NR : {{chr, NR
KM←−→MN}KM

}KM
(7.7)

3) NR →MN : {{cht, NR
KM←−→MN}KM

}KM
(7.8)

4) MN → NR : {X,NR
KS←→MN}KS

(7.9)

5) NR →MN : {X ′, NR
KS←→MN}KS

(7.10)

Assumptions. Based on the protocol description, the following assumptions are made that are
upheld for the full logic arguments.

Firstly, both sides consider that the sent nonces are fresh:

NR |≡ #(chr) (7.11)

MN |≡ #(cht) (7.12)
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Secondly, both sides believe that they possess and use the shared master key:

NR |≡ NR
KM←−→MN (7.13)

MN |≡ NR
KM←−→MN (7.14)

Thirdly, additional assumptions need to be made that are concerned with the freshness of the mes-
sages. Since messages X and X ′ from Eq. 7.9 and Eq. 7.10 respectively are partially composed out of
the nonces chr and cht, it is assumed by the freshness rule that:

NR |≡ #(chr)

NR |≡ #(X)
(7.15)

MN |≡ #(cht)

MN |≡ #(X ′)
(7.16)

Goals. The verification of the BAN logic follows proving the set goals. At the end of the presented
protocol, it needs to be made sure that both parties are mutually authenticated and that each side both
knows and trusts that knowledge. The following first-order goals are derived:

G1.1) NR |≡MN |≡ NR
KM←−→MN (7.17)

G1.2) MN |≡ NR |≡ NR
KM←−→MN (7.18)

For the second-order goals, it needs to be made sure that both parties have their communication keys
correctly derived and that each side believes that the other side has done so as well:

G2.1) NR |≡MN |≡ NR
KS←→MN (7.19)

G2.2) MN |≡ NR |≡ NR
KS←→MN (7.20)

Verification. The verification will start with proving the first-order goals G1.1 and G1.2. First, the
message-meaning rule (Eq. 7.2) is applied on the Eq. 7.7:

NR |≡ NR
KM←−→MN , NR ◁ {{chr}KM

}KM

NR |≡MN |∼ (chr, NR
KM←−→MN )

(7.21)

The freshness rule (Eq. 7.5) is used to comply with the freshness of the master key and nonce, and the
previous assumption that the challenge nonce is fresh (Eq. 7.11):

#(chr)

#(chr, NR
KM←−→MN )

(7.22)

Next, using the nonce-verification rule (Eq. 7.3) on the previous two statements 7.21 & 7.22 yields the
following statement:

NR |≡ #(chr, NR
KM←−→MN ), NR |≡MN |∼ (chr, NR

KM←−→MN )

NR |≡MN |≡ (chr, NR
KM←−→MN )

(7.23)
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Finally, the belief rule (Eq. 7.4) is used on the statement 7.23 to verify the goal G1.1 (7.17):

NR |≡MN |≡ (chr, NR
KM←−→MN )

NR |≡MN |≡ NR
KM←−→MN

(7.24)

The verification of the G1.2 (7.18) is symmetrical to the verification of the goal G1.1. Thus, both
first-order goals G1.1 (Eq. 7.17) and G1.2 (Eq. 7.18) are proved. For proving the second-order goals, it is
necessary to rely on the 7.15 and 7.16 assumptions concerning the freshness of the nonces. Then, using
the belief rule, the important statements are derived that both sides believe the session key possession:

NR |≡ (X, NR
KS←→MN )

NR |≡ NR
KS←→MN

(7.25)

MN |≡ (X ′, NR
KS←→MN )

MN |≡ NR
KS←→MN

(7.26)

The remainder of the proof for goals G2.1 and G2.2 follows the same line of thinking as with proving
goals G1.1 and G1.2, i.e., using the same postulates. The difference is that instead of proving through
the master key KM , the equations are set for the session key KS . By using the message-meaning

rule, followed with the freshness, nonce-verification, and finally the belief rule on Eq. 7.9, the following
statements are derived:

NR |≡ NR
KS←→MN , NR ◁ {X, NR

KS←→MN}KS

NR |≡MN |∼ (X, NR
KS←→MN )

(7.27)

NR |≡ #(X)

NR |≡ #(X,NR
KS←→MN )

(7.28)

NR |≡ #(X,NR
KS←→MN ), NR |≡MN |∼ (X,NR

KS←→MN )

NR |≡MN |≡ (X, NR
KM←−→MN )

(7.29)

NR |≡MN |≡ (X,NR
KS←→MN )

NR |≡MN |≡ NR
KS←→MN

(7.30)

With this, the goal G2.1 is verified. The goal G2.2 is symmetrical to G2.1 and, thus, is also verified.

7.2 Security Architecture for BMS

The evaluation of the proposed security architecture is divided into the performance analysis of the
proposed security design and protocols, as well as the security threat analysis. We start the perfor-
mance analysis by observing the first two operational cycles, i.e., device authentication and certificate
derivation, followed by the secure session analysis in terms of key derivation protocols, and finally the
security evaluation concerning the full deployment of the local network BMS security architecture.

– 96 –



7.2 Security Architecture for BMS

7.2.1 Performance evaluation of the BMS device authentication

In this section, we analyze the performance over time execution of the security architecture by consid-
ering the device authentication and implicit certificate deployment cycles described in Sections 5.2.1
and 5.2.2 respectively. The analysis is based on the test suite implementation described in the previous
Chapter 6. In particular, we look at the functional steps that include communication to and from the
BMS sub-system (represented by the S32K144 running in normal mode with a 32-bit Cortex M4 and
80 MHz core clock) and the gateway device (Raspberry Pi 4 with 4 cores 64-bit 1.5 GHz). The analysis
on both devices focuses on the most important individual processing steps.

Table 7.2: BMS time measurements of the essential operational cycles and processing steps.

BMS (S32K144) Cycle and Process Time (ms)

Device
Authentication

1.1 Request preparation for the gateway 12.6 ± 0.1
1.3 Received challenge handling & response derivation 32.6 ± 0.1
1.5 Closing configuration & key update 5.1 ± 0

Certificate
Derivation

2.1 Implicit certificate request preparation 651.3 ± 1.3
2.3 Public key derivation 936.4 ± 5.4

Table 7.3: Gateway time measurements of the essential operational cycles and processing steps.

Gateway (Raspberry Pi 4) Cycle & Process Time (ms)

Device
Authentication

1.2 Request processing from BMS 119.6 ± 3.3
1.4 Response verification from BMS 7.2 ± 0.2

Certificate
Derivation

2.2 Request handling & certification calculation 238.4 ± 6.4
2.4 Receiving configuration acknowledgment 3.0 ± 0.1

The analysis measured the total execution time for each essential processing step with the exper-
imental results presented in two individual tables. The processing steps are numbered based on the
sequence of their associated protocol, i.e., of the deployment cycle, between the two tables. Based on
the results, we make the following conclusions:

• BMS time measurements (in Table 7.2). The device authentication steps show a relatively fast time
for deriving and sending the request and for the final step of updating the key, with most of the
time spent preparing the challenge and the response due to the encryption and MAC algorithms.
The steps dealing with the implicit certificate, i.e. the derivation of the public key, are the most
time-demanding since the security operations involving the EC operation were performed in the
pure BearSSL library without hardware acceleration. It would be possible to optimize them by
using specially designed security modules and devices.

• Gateway time measurements (in Table 7.3). In contrast to the BMS controller, there is less dif-
ference between the runtime of device authentication and the certificate derivation. This is also
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Figure 7.6: Key derivation evaluation devices (left to
right): ATMega256, S32K144, STM32F767, Rasp. Pi 4.

Figure 7.7: Test suite for the secure session establish-
ment evaluation. Adapted from Publication F.

due to the different responsibilities and tasks performed on the gateway device. The most time-
consuming tasks were the creation of the initial challenge message during device authentication
and the certificate derivation calculation step during the cycle of the same name.

While it can be concluded from the analysis that the certificate derivation cycle is much slower than
the device authentication cycle, one might wonder why the entire authentication step is not replaced
by the proposed device authentication protocol. The problem remains with authentication between a
larger number of devices, which adds significant overhead to both the storage and the update mecha-
nism. In this case, all network devices, including the BMS would rely only on symmetric cryptography
and would need to update and keep track of each master key. This would also introduce security issues
related to node-capturing attacks because if one network device and its keys are compromised, it would
affect the entire network. Using the certificate derivation phase is performance intensive, but avoids
the functional complexity related to key updates and potential security vulnerabilities.

7.2.2 Performance evaluation of the secure session key derivation

In Section 5.3, we introduced two key derivation protocols as part of the BMS security architecture.
We compare them with each other, but also with two other SotA implicit certificate key derivation
protocols. Specifically, we compare the proposed SKD [233] as ‘S-ECDSA’ (+ extended ack. step as in
Porambage et al. [197]), the DKD [234] as ‘STS’ alongside its two optimized variants, from Porambage
et al. [197] as ‘PORAMB’, and from Sciancalepore et al. [200] as ‘SCIANC’. For the first part of the
analysis, we evaluate the performances on the protocol basis, whereas, in the second part, we run the
S-ECDSA and STS protocols on the BMS test suite and compare them on a real CAN communication.

Evaluation of the performance and overhead of the protocols

We implemented security protocols in pure ‘C’ using the micro-ecc, tiny-aes, and bear-ssl libraries, but
also the provided library from Pollicino et al. [130] for the accurate ECQV functions. To show the fea-
sibility across different ranges of devices, we compared the protocols on low-end (ATMega2560), mid-
range (S32K144 & STM32F767), and high-end (Raspberry Pi 4) devices shown in Figure 7.6. Figure 7.8
shows the results graphically for the run on the STM32F767, with Table 7.5 listing the full execution
times for all individual devices.

The SCIANC and PORAMB show the fastest time since they use an algorithm that does not contain
EC operations, but with that, they also have more security vulnerabilities discussed later in Section 7.2.3.
We can also see that the optimization variants of STS show a considerable improvement over the orig-
inal, with phase II optimization even outperforming the S-ECDSA in terms of the absolute run time.

– 98 –



7.2 Security Architecture for BMS

Figure 7.8: Performance evaluation of the key derivation protocols. Adapted from Publication F.

Transfer overhead analysis. We have con-
ducted a theoretical overhead analysis based
on the total number of transmissions and
transferred bytes during one protocol utiliza-
tion. We assume the minimal size for the im-
plicit certificate of 101 B, identifiers to be 16 B,
and 32 B length for challenges, nonce, and
MAC. The results are listed in Table 7.4. We
can see that there is only a slight difference be-
tween the transmission overhead with the STS
showing relatively good results.

Table 7.4: Transmission overhead of the analyzed
ECQV key derivation protocols.

Protocol Steps: Size in Bytes

S-ECDSA (+ext.) 4(+1): 427(+192) B
STS 4: 491 B
SCIANC 4: 362 B
PORAMB 6: 820 B
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Figure 7.9: Timeline diagram for the BMS⇔ EVCC test suite performance evaluation of the ECQV key derivation
protocols for (A) dynamic STS protocol, and (B) static ECDSA protocol. Adapted from Publication F.

Test suite performance evaluation

To depict a common interaction between a BMS and another ECU, we analyze the proposed SKD and
DKD for the communication between a main BMS controller and an EVCC over the CAN network [53].
The communication uses the format depicted in Section 6.3.1. To get accurate measurements, both
devices are represented with the S32K144 board. The CAN protocol in question is actually CAN-FD
with the nominal phase bit rate configured at 0.5 Mbit/s and the data rate phase set at 2 Mbit/s.

We compare the STS with the S-ECDSA without the optimization for a fair comparison and more
accurate real-field deployment. Figure 7.9 shows the results of the analysis. The transfer time shown
in the graph also includes message processing, with the CAN-FD transfer time being negligible and for
most cases < 1ms. The reported total run time for the STS is 3.28 s with S-ECDSA being at 2.68 s. This
means that the proposed STS ECQV protocol only accounts for 21.7% of the additional time overhead,
which is advantageous when considering the security benefits received from its DKD design.
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Table 7.5: Execution time in milliseconds of the KD protocols for ECQV for the respective embedded hardware.

Protocol / Device ATMega2560 S32K144 STM32F767 Raspberry Pi 4

S-ECDSA 36859.3± 0.2 2894.1± 9.8 2521.8± 5.9 18.8± 0.1

S-ECDSA (ext.) 36882.6± 0.2 2976.2± 11.6 2602.7± 8.6 18.7± 0.1

STS 46262.0± 0.1 3622.7± 7.0 3162.1± 7.5 23.3± 0.1

STS (opt. I) 41680.2± 1.2 3246.6± 13.0 2818.0± 11.3 20.9± 0.1

STS (opt. II) 32410.8± 1.1 2556.8± 13.1 2219.3± 11.3 16.3± 0.1

SCIANC 8990.5± 0.0 721.7± 0.3 628.1± 0.3 4.58± 0.0

PORAMB 17932.2± 0.1 1471.7± 0.6 1263.0± 0.4 9.00± 0.0

7.2.3 Security evaluation

To complete the evaluation of the BMS security architecture, we perform a security analysis. To do
this, we list assets, threats, and countermeasures in a manner similar to Section 7.1.2, but refer to the
security requirements from Section 5.1. This list is by no means exhaustive, but at the time of writing
it contains the most relevant threats deduced from the previous security requirements analysis.

The system aims to protect the following assets: (A1) BMS functional operations, (A2) BMS data, and
(A3) BMS network integrity. We list the following threats and provided countermeasures:

[T1]⟨S,T,R,I,E⟩ Inserted malicious messages 7→ (A1), (A2): False update, status, or authorization data.

(C1) Authentication protocol: device and certificate authentication protocols as the cornerstone
of the proposed design. Also (C2), as no messages are accepted that cannot be authenticated.

[T2]⟨I⟩ Passive network eavesdrop 7→ (A2): reading unprotected network content.

(C2) Secure session: by relying on the secure key derivation protocols and establishment of secure
sessions, i.e., encrypted channels between BMS and communicating units.

[T3]⟨T,I,D⟩ System update compromise 7→ (A1), (A3): by obstructing the regular system updates.

(R1) Missed configuration: no clear answer against obstructed configuration updates. (C1) &
(C2) protect against update message manipulations and spoofing.

[T4]⟨S,T,R,I,D⟩Node-capturing attack 7→ (A1), (A2), (A3): we reference the attack as described in [197].

(C3) Regular certificate updates, & (C4) Dynamic key updates, controlled by the system design.

[T5]⟨S,R⟩ Counterfeited devices 7→ (A3): fake devices intended as a catalyst for other attacks.

(C5) Gateway access control as a supporting function along with (C1).

Security evaluation of the key derivation protocols. As can be observed in the previous analysis,
we did not list key-related attacks. Here, we analyze them separately and compare the achieved security
of the previously analyzed key derivation protocols, including our S-ECDSA and STS, against the list
of key-related security threats from Section 5.1.2. We present the results of our analysis in Table 7.6
with symbols: X - weak or no protection, ∆ - limited protection, ✓ - fully protected.

The advantage of both S-ECDSA& STSmethods rely on the ECDSA for the authentication during the
session establishment, which is proven to be secure against passive attacks [236]. STS has an advantage
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over all other protocols thanks to its perfect forward secrecy attribute. It also possesses a slight advan-
tage in terms of node-capturing attacks, as only future, but not past messages can be compromised.
Nevertheless, we do acknowledge that no protocol is fully protected against this kind of attack.

Table 7.6: Security analysis of the ECQV key derivation protocols.

S-ECDSA (Fig. 5.6) STS (Fig. 5.7) SCIANC [200] PORAMB [197]

Credentials exposure X ✓ X X
Node capturing ∆ ∆ X X
Key data reuse X ✓ ∆ X
Key derivation exploit ∆ ✓ ∆ ∆
Authentication procedure ✓ ✓ ∆ ∆

7.3 Secure BMS Data Acquisition and Propagation

To demonstrate the important step of BMS data logging for monitoring and diagnostic operations, we
evaluate the security propagation design architecture presented in Section 5.5 along with the proposed
novel and secure BMS data chain structure from Section 5.4. All evaluations are performed using the
implementation test suite from Chapter 6 extended to include the cloud and external systems described
in Section 6.5. The tests use 162 bytes for a log sample with a sampling time of 112 ms per BPC for real-
hardware analysis, unless otherwise noted. We conclude that our design is feasible with the modern
BMS models and topologies in terms of both security and functional dependencies.

7.3.1 Performance evaluation

We analyze performance in terms of the time increase for the BMS block encoding, the impact of header
overhead on the increase in block payload size, and the processing time for full network propagation
over the cloud.

Secure BMS block encoding analysis

Under block encoding, we consider the whole process of creating the secure BMS block from the sam-
pled log data, to the log block, BMS block, and finally, secure BMS block encodings. We also consider
the subsequent secure network block encoding described in Section 6.3.1. The analysis is done for the
total encoding time using real hardware and simulated log sampling data to account for more BPC:

• Using real hardware: the analysis was performed with either 1 or 2 BPC. The results are shown
in Table 7.7 with the individual encoding steps. As we found, most of the time in the operations
is spent on security operations, where the focus of possible optimizations through optimized
programming or dedicated hardware should be considered. The standard deviation in our tests
was negligible and was < 0.01ms for all encoding steps.

• Using simulated data: the simulation was done on an arbitrary-created sampling data for up to 10
BPC. Figure 7.10 shows the encoding time for three different log sizes. A stable linear growth of
the encoding time is observed, with a continuous decrease in the absolute time difference between
the BPC sets due to the constant header size, more discussed in the next evaluation section.
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Table 7.7: BMS block encoding time using real test suite devices and emulated BMS log data.

Encoding Log body BMS block Secure BMS block Secure network packet

1 BPC 0.09ms 0.24ms 18.16ms 20.68ms
2 BPC 0.17ms 0.38ms 23.63ms 26.33ms

% incr. 88% 58% 30% 27%

Figure 7.10: BMS encoding time using simulated data for 117, 174, & 192 B log sizes. Adapted from Publication H.

Table 7.8: BMS block overhead compared with the log block number.

# of Log Blocks 1 2 4 8 12 16 32

Overhead (%) 21.4 14.7 11.0 9.0 8.3 8.0 7.4

Gateway decoding analysis. To complete the evaluation, we also analyze the decoding and pro-
cessing time of the network and secure BMS blocks on the gateway side. Decoding a secure BMS block
takes 0.48ms± 0.01ms, where decoding the full network takes 1.35ms± 0.11ms. While this aspect
of the analysis is highly implementation- and device-dependent, since we use devices that resemble
real-world deployed devices, we can safely assume that the decoding time of the gateway is negligible
compared to the BMS side and would not create a bottleneck in a real-world system when considering
multiple BMS devices, e.g., in a decentralized topology.

Secure BMS block header overhead analysis

Since the payload data is dynamic and depends on the application, we can analyze the overhead of
the structure from Section 5.4 based on the header size impact. In our test cases, a secure BMS block
consists of its own header (16 B) and the header of the underlying BMS block (16 B) with log block
headers (each 12 B). We refer to this as the static header data size since it always has the same length
and can be calculated as (16 + 16) + 12 ∗X , with ‘X’ being the number of the log blocks, i.e., BPC. A
dynamic header component comes in the form of the BMS block metadata.

We analyze the theoretical overhead. Figure 7.11 shows the header influence over the projected pay-
load size for a secure BMS block, while Table 7.8 shows the influence when considering the previously
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Figure 7.11: Secure BMS block overhead correlated to the sample size for one BPC. Adapted from Publication H.

mentioned test suite deployment simulating a different number of log blocks, with the noted payload
size of 162 B. As it can be observed, the proposed structure introduces a minimal overhead to the total
BMS block size that scales well with the increase of the number of BPC, i.e., also their log block size.

Full BMC block propagation measurements

The propagation was tested using the real hardware and test suite and with one BPC. Figure 7.12
shows the full transfer from the BMS controller, over the gateway and AWS cloud, to the end system.
We measured two main points of interest:

1. The transmission from BMS to the gateway that took 85.2ms± 3ms. The gateway decodes the
data and updates the cloud based on the device shadow principle, which requires 1.37 s± 0.2 s.

2. Cloud receives the data from the gateway and forwards it to the end system that decodes the
data, processes the BMS block data, and visualizes it. This step on the end system side requires
only 1.6ms± 0.4ms.

To further verify the time requirements, we have also tested the propagation with different block
payload sizes up to 1 kB. We noticed only a slight increase in the total time, with the gateway decoding
now taking 1.39 s± 0.21 s, and the end system processing showing 2.2ms± 0.9ms for 1 kB payload.
Additionally, we have analyzed the timing behavior when increasing the total number of sampling
cycles. Figure 7.13 graphically shows the result of this investigation.

We can conclude that the main bottleneck lies in the transfer from the gateway to the cloud sys-
tem. It is possible to perform multiple BMS sampling cycles until one full secure BMS block is further
propagated. Nevertheless, it should be noted that the solution presented also accounts for the temporal
on-premise data storage, which for safety reasons is more critical. It is expected that the data would be
updated over the cloud at certain intervals and not in real-time operations.

7.3.2 Security evaluation

To finalize the proposed system design’s security evaluation, we conduct a security analysis as in Sec-
tions 7.1.2 and 7.2.3 on the secure BMS data propagation design. The threats are derived based on the
security requirements analysis from Section 5.1, i.e., Section 5.1.3. For the study, we relied on the use
of DFD to model threats (T), assets (A), and countermeasures (C) shown in Figure 7.14. The assets that
we want to protect are: (A1) BMS log data, (A2) gateway-to-cloud payload, and (A3) cloud-to-end-system

payload. To narrow down the security analysis and better target our design under the complex external
and cloud environments, we also make the following assumptions (As): (As1) BMS is considered to be
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Figure 7.12: BMS data log propagation steps of the implemented evaluation suite.

Figure 7.13: BMS log data propagation time measurements correlated with: a) varied payload data for one log
sample added to the initial 162 B, b) the number of samples for one test session. Adapted from Publication H.

internally secured, (As2) physical attacks are unfeasible, (As3) the secure gateway of the local network
is treated as a root of trust, (As4) external systems (cloud and backend) are run from a verified OEM.

The majority of the threats come in the form of “network attacks”, as eavesdropping, tampering,
replay and MitM attacks. The results of our analysis are contained in the following threats:

[T1]⟨T,I,D⟩ Network attack: internal local network 7→ (A1): passive or active attacks on the network
packets with BMS log data payload.

(C1) Secure BMS block design (§ 5.4), and with (C2) secure internal network session (§ 5.3).

[T2]⟨S,D,E⟩ Spoofing as the gateway 7→ (A1), (A2): trying to mimic the gateway access to the BMS.

(C3) Gateway as a secure authority: enforced with device authentication and with (As2) & (As3).

[T3]⟨T,I,D⟩ Network attack: update data to cloud 7→ (A2): the data packets relayed from the gateway.

(C4) Secure application layer protocols: integrated protocols, e.g., secure MQTT and TLS (§ 5.5).

[T4]⟨S,T,R,I,D⟩ Cloud-related attacks 7→ (A2): a type of spoofing, or privacy attacks on the stored data.

(C1) User’s privacy and content is protected with the secure BMS block.
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[T5]⟨T,R,I⟩ Network attack: backend transfer 7→ (A3): cloud-relayed packets to the end system.

(C4) Relies on the same Internet-based secure application layer protocols.

[T6]⟨I⟩ Confidentiality compromise of BMS data 7→ (A1): hypothetically, if the end system is breached
or spoofed akin to [T4], the BMS log data could end in unintended hands.

(C1) Requires a pre-agreed key to decrypt the BMS blocks. The key transfer is fulfilled by (As4).
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Figure 7.14: Data flow diagram security model for the full BMS data propagation design. The security analysis is
set on the BMS log data and its transfer over the five specified propagation layers. Adapted from Publication H.
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CHAPTER8
Conclusion

“We study not to know everything, but to

know in which books to look for knowledge.”

- My Father

Summary: This chapter concludes this dissertation by providing a summary of the solutions realized

for the presented research questions and achieved scientific contributions. An outlook on possible future

topics in the field of wireless and secure battery management systems is also given.

⋄ ⋄ ⋄

At the beginning of our research investigation, security with BMS was still considered a largely
unexplored field with many open questions and challenges. Designers are perplexed about how to
accurately design a security architecture for modern BMS considering new applications and use cases,
especially with modern battery passports and second-life usage initiatives. A modern BMS generates
a large amount of important battery-related data. It has proven insufficient to simply rely on solutions
available in other similar embedded or vehicular networks, as many system design points still remain
open. Extensive research has been conducted to address this gap and provide new insights into BMS
security and the use of alternative wireless technologies. The contributions achieved in this dissertation
are threefold, each dealing with one aspect of the BMS communication layer.

The first layer starts with the BMS sub-system itself, with the intra-module communication and the
battery sensor readout processes, where we particularly considered wireless communication in addi-
tion to security aspects. We have also extended this concept by considering the readout of external
interfaces to complement the diagnostic tracking of the life cycle of batteries for second-life use. Tradi-
tional BMS interfaces rely on the use of wired communication, which only adds additional complexity,
maintenance, and cost. In recent years, there have been several proposed solutions for wireless BMS
design, but as mentioned earlier, they were primarily designed for intra-module communication with-
out considering battery sensor readout or second-life use cases. To achieve an efficient and secure
wireless BMS design, we have developed a system design architecture utilizing NFC. We improved on
the current SotA NFC security concepts and designed a full security suite with a novel secure NFC data
structure, authentication, and secure session protocols.

For the second layer, we analyzed the local BMS network. A BMS communicates with an internal
network for the purpose of relaying to and receiving back feedback about battery cell usage. There
exist a few different network topologies associated with BMS, but we have noticed a trend associated
with the use of a high-performance centralized security gateway, which we have also considered in
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our design. For the local network that considers a central gateway, we have presented a security ar-
chitecture that uses novel implicit certificates for device authentication and certificate exchange. The
use of implicit certificates may seem unconventional, but we recognized their potential in the growing
embedded security community and wanted to extend the design to accommodate modern BMS. We
have also broadened the field by presenting a novel design for efficient dynamic key derivation and
session establishment with perfect forward secrecy based on the STS protocol, which can be extended
to communicate with other ECU. The current limitation of the proposed architecture is in the form of
non-standard hardware support, which can otherwise be tailored specifically to the targeted security
functions for the BMS. We see this as a potential point for further research where the proposed security
architecture can be used as presented, i.e., independently, or alongside other security mechanisms.

For the final BMS communication layer, we integrate the previously proposed secure BMS solutions
for enhanced external services for both on-premise and cloud connectivity. The current BMS sub-
systems lack a common design for transmitting log data to external systems, mainly working with
ad-hoc solutions. We address this gap and present a unified and secure BMS chain data structure based
on hierarchical block data. We also analyze the important security issues and apply SotA solutions
for external cloud management to support the presented BMS lifecycle monitoring design and mitigate
potential external threats. Combined with the design of the local BMS architecture, we in fact achieve a
fully secure propagation thread that extends from the battery cell sensors, through the BMS controller
and the local network, to the cloud and the end systems, providing secure encapsulation.

To accurately demonstrate the integration of the proposed BMS secure and wireless design solutions,
an important aspect was to make the design compatible with current automotive devices in the field.
To this end, we have realized and implemented a full BMS test suite that includes all three communi-
cation layers and integrates the proposed hardware and software design components. The solutions
were evaluated in terms of usability, performance and security. We believe that the obtained evalua-
tion results show that our proposed BMS design provides the necessary efficiency and security grade
expected from modern BMS applications.

The presented solutions only scratch the surface, as many more security vulnerabilities can be found
in modern BMS as research continues to advance. Nevertheless, the work contained in this dissertation
proves to be an important step in raising awareness of the need for security research, primarily for the
BMS, but also for other related modules and entities that form a large digital ecosystem. We see this as
an important contribution and hope that it will lead to the discovery and formulation of many future
secure and efficient BMS system design solutions.

Future Work

While the presented design solutions provide a complete suite for a secure and wireless BMS system
architecture, many limitations were discovered during the course of the research that can be addressed
in future work.

With respect to the proposed BMS NFC design, it would be interesting to deepen this topic and
analyze the design in terms of hardware and physical aspects. In particular, the optimization of the BMS
NFC communication in terms of the number of communicating devices, attributed antenna design, and
customized link layer control. It would also be interesting to investigate alternative high frequency
RFID technologies and compare their use against NFC for the targeted BMS use cases.

To complement current BMS data logging processes, as already mentioned in Chapter 3, log aggregation-
based methods are slowly gaining interest [75, 165], and their adoption for BMS may well be possible.
An important study would need to be done here to determine the necessary requirements compared to
different BMS data models and their topologies.
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We also see the extension of current security solutions at the local BMS level with modern IoT secu-
rity protocol solutions for constrained devices such as OSCORE [240], which specifically aim to provide
alternative approaches to key derivation and exchange. These solutions could also be coupled with the
proposed implicit certificate architecture to further improve system performance.

In case the security architecture continues to rely on implicit certificates, there are currently two main
open questions that need to be considered. The first issue arises from the deniability of signatures based
on implicit certificates, i.e., a violation of non-repudiation addressed by Eric R. Verheul in his paper [182].
As discussed in Section 3.5.1, this security attribute is not violated in our presented design. However,
for larger networks and those that do not have adequate device authentication, alternative security
solutions should be considered. The other open issue arises from making the security architecture
post-quantum secure. The ECQV scheme, like any other EC security model, suffers from not being
post-quantum secure, which is discussed in a recent paper by Bindel & McCarthy [252]. It would be
interesting to see if this is indeed the case, and if the current models can be adapted to retain this
security property, or if any additional security layers need to be introduced instead.

Finally, on the topic of BMS module authentication, we have noticed that the PUF concept has been
gaining momentum recently. A PUF is a physical entity that uniquely describes a device by relying on
the unique but random hardware characteristics introduced during the manufacturing process [253].
They are primarily intended for authentication and key rotation. Currently, there exist many different
PUF solutions, such as intrinsic solutions, of which memory-based PUF, e.g., using SRAM, are the most
popular. PUF may be considered for use with the battery packs, as they would provide a lightweight
and resilient authentication property that could be helpful for the detection of counterfeited devices.
However, at the current state of research, several PUF solutions have been shown to be insecure, while
many others are costly and complex [192, 193, 194, 254].
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Appendix: Publications

This dissertation is based on the collection of the following peer-reviewed publications that have been
published and presented in recognized journals and conferences. For each publication, a short de-
scription is given describing my personal contributions. Figure A.1 further highlights the impact and
contribution of each publication on the overall BMS system architecture.
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ABSTRACT
With the advent of modern embedded systems, logging as a process
is becoming more and more prevalent for diagnostic and analytic
services. Traditionally, storage and managing of the logged data are
generally kept as a part of one entity together with the main logic
components. In systems that implement network connections, this
activity is usually handled over a remote device. However, enabling
remote connection is still considered a limiting factor for many em-
bedded devices due to the demanding production cost. A significant
challenge is presented to vendors who need to decide how the data
will be extracted and handled for an embedded platform during the
design concept phase. It is generally desirable that logging memory
modules are able to be addressed as separate units. These devices
need to be appropriately secured and verifiable on a different sys-
tem since data compromise can lead to enormous privacy and even
financial losses. In this paper, we present two patterns. First, a
pattern that allows flexible logging operation design in terms of
module and interface responsibility separation. Second, a pattern
for the design of secure logging processes during the utilization of
constrained embedded devices. The introduced patterns fulfil the
following conditions: (i) flexibility – design is independent of the
chip vendors making the logging memory modules easily replace-
able, (ii) self-sufficiency – every logging controller is maintained as
a separate entity in a decentralized topology, (iii) security – through
providing authenticity, confidentiality, and integrity by means of
using a dedicated security module.
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1 INTRODUCTION
Even today,many embedded devices are still considered constrained,
offering only limited resources compared to some more complex
platforms. The constraints are presented through the limited size
of the provided internal memory (both volatile and non-volatile),
limitations on the processing power, reduced employment of com-
munication standards and ports, and even the lack of some extended
features (e.g., restrictions on the security capabilities). As the sys-
tems become more complex, a necessity arises to capture important
log data during its lifetime. The log data is usually used for control
and diagnostic purposes, but it can also have secondary uses being
a dataset for various machine learning algorithms. This integration
is often found today in many modern applications, ranging from
surveillance systems to smart grids and vehicles. In addition to hav-
ing an implemented logging procedure, an essential requirement
frommany users to vendors is to have the data sufficiently protected
so as not to be spied on or tampered with by malicious intruders.
These design considerations are becoming increasingly important
today, as the preservation of secured data and user’s privacy are
becoming an increasing topic of interest. From manufacturers of
these devices, a considerable effort is required to design a system
that fulfils challenges of having (i) limited or absent network capa-
bilities, (ii) security as a co-process, (iii) synchronization between
main logic, logging and security operations, (iv) options of porting
and changing devices, and (v) option of removing and handling the
logged data as a separate unit.

A few of the design patterns previously published in the original
Gang of Four (GoF) patterns book have already been in use for
the logging process [7]. Historically, this was often achieved using
the Chain of Responsibility pattern. Furthermore, the Factory
pattern was often used with a combination of Command or Me-
mento to handle the log messages. To supplement the security
constraint, some more specialized design patterns like the Secure
Logger were introduced as well [15]. They are generally handled
as implementation design patterns, and hence, they are not focused
on explaining the integration in higher-level designs, especially
those concerning modern embedded platforms. As we are going
to discuss in the problem statement, this is often a special case. In
fact, with the embedded platforms, the controller is often seen as
an independent unit from other components, such as sensors, actu-
ators, other controllers, central units, etc. Moreover, many modern
patterns are primarily focused on Cloud solutions and do not take
into account local and restricted devices. To overcome these restric-
tions, we introduce: (i) Embedded Platform to Memory (EP2M),
and (ii) Secure Embedded Logging (SEL) patterns. EP2M presents a
solution during the design process to handle the division of modular
tasks between individual units by proposing a methodology with
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which both decentralisation and a streamlined production design
can be achieved. SEL provides directions for establishing a secure
logging operation pipeline between an embedded controller device
and a memory unit. When applied together, they offer an affordable
solution for designing a secure logging operation on individual
embedded target devices.

The proposed patterns are intended primarily for vendors during
the device design and production cycle but also for users during
the deployment phase. Vendors are commonly embedded device
manufacturers, but they can also be service providers. Users are
customers, i.e., the side that integrates the provided embedded
devices into a new or an already established system. Both vendors
and users benefit from the pattern solutions. The patterns provide a
cost-efficient way to port and upgrade (using EP2M), and securely
verify (using SEL) the logging memory modules, even after their
initial installation.

2 EMBEDDED PLATFORM TO MEMORY
PATTERN

2.1 Intent
Adding data logging functionality to the constrained embedded
platforms by module distribution and role specification in the early
system design.

2.2 Context
You are developing a system that uses constrained embedded con-
trollers conceptualized to handle processing and memory opera-
tions locally rather than using some external infrastructure (e.g.,
cloud). In this case, the logging process is considered an internally
implemented function with a dedicated memory unit, communica-
tion channel, and processing logic on the controller side, handling
the status of a monitored device. The stored data is further used
for diagnostic purposes in case of safety or security issues or as
historic data for analytic purposes. It might also need to be shipped
together with the monitored embedded device when managing a
replacement procedure during the system’s lifetime.

2.3 Motivating Example
To better understand the importance and use-case of the EC2M
pattern, let us look at an example of an appliance in the automotive
domain. Electric vehicles contain specialized embedded platforms
called Battery Management System (BMS), dedicated for control
and management of battery cells used to power up the engine and
other components [1, 3]. Different derivations of BMS exist, with the
modular and distributed BMS being more common than the others.
Each Battery pack contains several dedicated sensors alongside
battery cells [1]. The battery packs are controlled through Battery
Cell Controllers (BCC), which are assigned to handle the immediate
data control and throughput of these individual packs. A central
BMS receives individual battery packs data from the BCCs. This
data ranges from the sensor data (e.g., temperature data) to the
voltage and current of a particular cell. They are used to extract
information like state of charge (SoC) or state of health (SoH) [16].
Based on the data received, BMS can also store and handle error
events.

When a battery pack gets depleted, it needs to be replaced. The
replaced battery pack can often still be used as an active component
for some other appliances, e.g., power grids. Here, battery packs
are aimed to be shipped together with their assigned BCCs. In
case the BCCs are to remain as part of the vehicle and its BMS, a
design compromise needs to be established to enable the logged
operational data to be shipped with the battery pack as well. Since
BMS would be mass-produced, a design needs to be made in the
earlier phases of the development.

2.4 Problem
Since embedded devices are difficult to upgrade after their
initial instalment, which module responsibilities, interface
connections, and architecture decisions would need to be
made during the design phase to enableflexible andportable
logging procedures?

Often, embedded devices keep the processing and logging of the
data on a local basis because of the performance constraints to keep
the production cost at a minimum. This means that for logging
functionality, an embedded device might have a dedicated non-
volatile memory module pre-installed. The memory module would
also have a pre-set task to log the recorded data from a monitored
device which can be an Internet of Things (IoT) device, smart sensor,
another embedded device, etc. When porting and changing of this
device happens, it is generally challenging to also port its logged
data, with the accumulated process and event data being kept closed
as part of the system. This comes from the difficulty of not having
an appropriately handled system architecture across all devices and
also of the missing necessary port interface options on both the
hardware and software levels.

2.4.1 Forces.

F1 Connectivity: An embedded controller needs to be able to,
through standard protocols and interfaces, easily access the
dedicated log memory module.

F2 Decentralization: There can be multiple monitored devices,
with each being handled as a separate unit.

F3 Scalability: The solution should correctly scale with each
new device. The impact of the new devices should be kept
at a minimum in relation to the overall system performance.

F4 Production cost: Introduced cost that comes with the extra
components and installations.

F5 Maintenance overhead: Additional cost and time delays for
changes and updates of the associated logging modules after
the deployment phase.

F6 Operational performance: Additional modules and design
concepts also need to deal with the added performance im-
pact. The focus is placed on the processing logic through
queuing, ordering, timing of log records, as well as the size
of the memory and computational resources.

F7 Software coherence: Allowing designers to adequately sepa-
rate software development from the underlying hardware
components as to allow for an easier update mechanism to
individual sub-modules.

F8 Security threats: System should be able to answer to the
common security pitfalls found when handling the logged
data, i.e., guarding against data tampering and spying.
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Figure 1: Block demonstration of the suggested modules and connection points during the design of the embedded logging
process on a generic device using the proposed solution through the Embedded Controller to Memory pattern.

2.5 Solution
Divide the core logging component intomultiple distributed
individual embedded controllers, each containing interfaces
to the central control module, monitored device, and an ex-
ternal memory unit while keeping process handlers open
for relevant events.

A careful interface separation and task assignment during the
early system design is necessary to avoid cost increase. A designer
needs to identify which core module components are required in the
overall system design and what role they have. This role decoupling
needs to be done for two reasons: (i) higher responsiveness to faults;
in case the data source device gets damaged or corrupted, it is still
possible to retrieve the prior logged data, (ii) flexible interchange-
ability; local device groups appear independent from each other.
Therefore it is easier to replace individual components without the
added complexity.

Based on the set Forces, as part of the solution, we consider the
following devices:

• Embedded Controller (EC): The embedded device responsible
for the logging and data processing between the monitored
targeted device and the system’s central unit. This device
represents our main target of interest, where the design logic
for the embedded logging process is placed. It can mean an
expansion of an already existing standard device used for
process control as part of an embedded platform.

• Monitored Embedded Device (MED): The end-device of the
system that is responsible for the data gathering and event
action, i.e., it is the targeted device from which the log data
is extracted.

• External Memory Unit (EMU): The module that stores the log
data gathered from an MED, as well as the associated data
(configuration, metadata).

• Main Processing Unit (MPU): The device tasked for the main
system logic control, service providing, and connection to
the external services and sub-systems. Since the ECs are
designed to be constrained devices, usually found in a decen-
tralized network, a more powerful device is needed to control
all, or a group of, ECs in the system. In the system imple-
mentation, this device can be the same as one of the ECs as
long as the resources offered correspond to the requirements
presented by the overall system.

The proposed design is shown in Figure 1. A Microcontroller
Unit (MCU) can be used as the hardware control unit to construct
an EC. It is used to handle, through software, the logging logic,
MED process monitoring, and communication flow control, among
other assigned operations. Another function of this controller unit
is to handle the synchronization and sampling rate of the MED.
These also include administering the commands from the MPU and
controlling the internal operational states (e.g., active, idle, sleep).
Optionally, an EC can also internally incorporate volatile and non-
volatile memory, as it is indicated by the internal memory block.
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These parts can, however, highly influence the end-design cost and
are recommended to be considered sparingly. Due to the limitation
in functions, an adequate Application-Specific Integrated Circuit
(ASIC) chip can also be provided instead of themore costlyMCU. An
EC also provides separate interfaces for the communicationwith the
MPU and the dedicated MED. These can either be wireless or wired,
depending on the design constraints. Examples of wired interfaces
would be Inter-integrated Circuit (I2C), Serial Peripheral Interface
(SPI), Universal Asynchronous Receiver-Transmitter (UART). For
the wireless communication interface we recommend Bluetooth
Low Energy (BLE), low-frequency Radio-frequency Identification
(RFID), and higher-frequency RFID, like Near-Field Communication
(NFC), among other standards. While the wireless interfaces offer
more applicability in their use-cases, it should be noted that they
also require additional handling and construction cost for error
corrections and cybersecurity preservation.

2.5.1 Log Memory Interconnection. The pattern establishes cheap,
flexible, and extensible handling of a memory module dedicated to
logging purposes. To this end, an interface is provided to the EC for
the logging handling. Here, we propose the use of an External Mem-
ory Unit (EMU) module. The EC needs to treat the added memory
module as an external unit rather than a pre-embedded component
that is part of the EC. This is done to achieve the portability and
flexibility in adding and removing the memory that houses the
logged data. It is recommended that the new EC device already has
a pre-built interface port for communication with the extensible
EMUs. These ports can use different communication standards. It is
recommended to use a well-established and long-term lasting stan-
dard. Among others, these include I2C, SPI, and UART (serial). A
wireless standard can also be used, although it is not recommended
for this interface. A wireless interface would add an additional in-
crease in cost and complexity, where it would also have less support
when porting it among the vendors.

2.5.2 Protocol Handling. As already noted, the programming logic
for the logging and memory handling should be appropriately han-
dled through software implementation as part of the controller unit
of the EC. The logging process should not interfere with the main
controlling procedures but rather work as an extension. Timing
delays are to be expected; hence the sampling rate for the logged
data needs to be adapted accordingly. Figure 2 illustrates the logic
behind the logging process and individual components. The log-
ging phase starts with first establishing the connection, followed by
an interactive communication between the EC, MED and the Log
Memory to catch and store the targeted data during the system’s
run-time. The last phase, closing of the communication, considers
the remaining processes that are carried out after the main logging
phase is over, e.g., calculating and storing associated operational
data. The manner in which the logging processes are managed is an
implementation task and is therefore left to the individual system
designers. Here, we only indicate the main principle behind the
logging procedure. At the end of the dedicated lifetime of a MED
in a system, it might be necessary to replace the component, and
with that, to also port the old one together with the previously
used EMU. This activity can be easily achieved since the system is
intended to be modular, with each unit having the capability to be
individually transported and replaced.

Figure 2: Sequence diagram with function calls for the start-
ing, run, and closing phase during the logging operation.

2.6 Consequences
To better assess the suggested pattern, we are going to list benefits
and liabilities corresponding to the Forces from Section 2.4.1.
The benefits when using the EP2M pattern are:

F2 Each pair of EC and MED is independent and unique, along
with the dedicated memory component.

F3 The main logic control of the embedded platform is managed
by a separate unit (MPU), that also controls which devices
are added and handled, but does not cover the actual logging
procedure. Therefore, it is possible to expand the system
by adding additional ECs and MEDs, as long as the number
adheres to the limitations set by the MPU.

F4 Since the solution proposes a modulated system, each com-
ponent can easily be processed in a streamlined production
line. The amount of the overall hardware and software nec-
essary for the cross-platform support on the EC would result
in its reduction as well.

F5 After the deployment, each memory module is easily replace-
able. Also, the overall complexity is reduced when handling
the logging procedure; it requires no special consideration,
other than the design points already implemented in a pre-
deployment phase.

F6 MPU, which represent the central logic, is free from the
logging process. This frees up the resources necessary for
the general system run.

F7 Through the careful hardware & software design separation
on the EC, the software is able to adequately access the
necessary resources on the underlying hardware layer.
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The liabilities when using the EP2M pattern are:
F1 Since the production of the EC is handled separately from

the memory module dedicated for data logging, an additional
interface is needed for the EC for it to be able to communicate
with an external log memory module. This adds additional
cost and handling complexity.

F3 Expansion of the system is limited by the system resources
offered from the central MPU device. These are fairly prede-
fined during the design phase.

F5 Maintenance and manual covering of individual devices
could be an issue as the system scales. Additional devices
would put a lot of constrains when handling them.

F8 The pattern helps in protecting system availability through
its distributed solution. However, it is not focused on provid-
ing cybersecurity protection for secured log data.

2.7 Known Uses
The proposed solution can generally be found under two scenarios:

• End-consumer aimed applications: special home appliances,
mobile phones, and surveillance systems [10, 11].

• Mission critical industrial applications: process control sys-
tems, cellular base stations, medical systems, remote envi-
ronmental data loggers and monitors [8, 9].

Among these, the most common application today can be found
as part of the more prominent industrial solutions where the uti-
lization is necessary for traceable failure analysis. It is often used
in the aeronautic and automotive domain inside the control “Black
Boxes“. Initially, these systems were aimed to provide a removable
and safe memory module that logs the operational data during a
dedicated session, where today they are also intended to provide
sufficient security considerations [2]. Black Boxes are slowly be-
coming a norm in modern automobiles, designed to serve relevant
operational data in case of accidents [12].

2.8 Realized Example
To better understand where and how the EC2M pattern can be
employed, we are going back to the example specified in Section 2.3.
Here, we will apply our solution and analyze the outcome. As
already noted, it is necessary to use a design solution to the BMS that
covers the logging process for the sensor data received from battery
packs. The outcome of the integrated design modules can be seen in
Figure 3. As demonstrated, the BCC has beenmodified and extended
with an interface for communication with an external memory
module. Furthermore, the software in the MCU is developed to
handle channel control to the memory module and appropriately
cover the logging sample rate. The BCC communicates through
additional interfaces with a battery pack on one side and the central
BMS on the other end. In our applied solution, BMS is the MPU.
BCC represents the EC, memory module is the EMU, with the
battery pack being the MED. Each BCC and its assigned battery
pack are handled as an individual group unit. An important aspect
on why the solution had to be applied in the earlier stage of the
development cycle, as suggested by the pattern, is the design of the
essential interface connections. The system is expandable; hence
additional BCCs and their battery packs can be attached in a daisy
chain connection as indicated in Figure 3.

Figure 3: Realized motivating example using the Embed-
ded Controller to Memory architectural pattern. Em-
ployed on a use-case concerning Battery Management Sys-
tem (BMS), having the ECs represented through Battery Cell
Controllers (BCCs) that log the data from the Battery Packs.

2.9 Related Patterns
The Chain of Responsibility [7] is a behavioural design pattern
that is structurally similar to the presented EC2M pattern. It can also
be used to handle logging or auditing functionality. However, it does
not account on its own for the modular responsibility distribution
during the system’s design phase. It is primarily implementation-
oriented and can be applied on the software stack.

3 SECURE EMBEDDED LOGGING PATTERN
3.1 Intent
Answering to the security needs by extending the data logging
capabilities in the embedded platforms by adding security modules
and services. The proposed pattern can be used to add the logging
security features together with a design-focused logging solution.
An example for the embedded logging design solution would be the
Embedded Platform to Memory pattern described in Section 2.

3.2 Context
An embedded platform is being designed which uses local memory
devices to handle the storage of lifetime logging data. For the rea-
sons of the cost and memory size limitations, as well as not having,
or having limited, access to a wide network, it is intended for the
platform to rely on local solutions rather than remote services. Of-
ten, these types of systems are closed and protected under a specific
group. It is critical that the stored data maintains its integrity and
is only managed through authorized handlers in this environment.
The embedded system would consist of a selection of hardware
modules, interfaces, and implemented software functions. The hard-
ware modules are divided by their respective tasks and placement.
These are usually tied to a specific architecture and their upgrade
can be very difficult, or sometimes not even possible.
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3.3 Motivating Example
For a complete example of the usage of the pattern, we will focus on
the BMS use-case explained in Section 2.3. As stated, it is desirable
to enable the porting of the stored memory units together with the
battery packs as to be able to track the health of the used battery
packs or for any additional data post-processing. It is of critical
importance that only valid battery packs are being transported
and that it is possible to authenticate the memory units used with
the previous battery packs. This constraint is essential to make
sure that no malicious attacks through a modified memory unit
are possible. Additionally, the data that is stored needs also to be
secured. The reason for making it secure is to guard it against
any potential malicious attacks or even faults that can arise from
oversights during service and maintenance.

The constraint is still present to handle these design steps in the
initial development phase. This is done for the fact that the battery
packs would be mass-produced. Any change that would otherwise
be done later could jeopardize the security of the battery packs and
add an additional cost.

3.4 Problem
How to design an embedded platform that is able to securely
handle, but also port and verify, logging data from its source
to a designated entity?

In embedded platforms that use distributed module placement,
logging process and porting of the logged data often introduce
security risks. Porting would need to be done either by using a
manual external device or having a connection to a network, both
of which might be difficult, or even not feasible, under the platform
constraints. Additionally, changes introduced to the system on
a physical layer may hamper security during the transfer of the
saved data and present a high level of porting complexity. Modules
used would need to account for security functionality and have
pre-defined elements that supplement them. These considerations
result in making it a very challenging and expensive task.

Different malicious attacks can be mounted aimed directly at the
content of the logged data during both the active logging period
and during the offload transfer period. It is challenging to derive a
definite list of threats, as these are usually use-case or application
dependant. Here we focus primarily on generic threats that are
found in embedded logging systems. Specifically, we consider the
following main threats:

• Spying on the targeted process: If not properly secured, an
attacker can derive information, and even knowledge, from
the stored log data by a direct port access.

• Logged data tampering: Unauthorized change of the current,
or previously stored, log content. This includes active attacks
on the communication points during the ongoing logging
process, but also direct tamper attacks on the devices.

• Counterfeited sources: Each logged data is tied to an affiliated
monitored device that is also supplied from a certified man-
ufacturer. During the offload transfer period of the device,
i.e., when the change of the targeted monitored device hap-
pens, the device can be replaced with a counterfeited or a
malicious one. A different attack would be by using the same
device but replacing the data inside it.

3.4.1 Forces.

F1 Streamlined HW/SW integration: Implementation of the hard-
ware and software elements associated with the security
functionality need to be easily replicated across multiple
devices and vendors.

F2 Production cost: Changes made to the hardware and software
design of the embedded systems can result in an increased
manufacturing cost.

F3 Limited resources: The embedded system needs to be able to
execute all necessary functions under different constraints.

F4 Security - confidentiality and integrity: Necessary measures
need to be taken which should prevent the logged data to be
tampered or spied on.

F5 Security - authenticity: The logged data that is stored needs
to be able to be properly identified and verified that it comes
from a valid source entity. This authenticity is also necessary
each time the data needs to be accessed during the active
period, i.e., when the data is retrieved for the analytic or
other operational purposes.

3.5 Solution
Ensure that the monitored logged data will be securely pro-
tected through an integrated security module relaying data
to the memory module and authenticated by using neces-
sary hardware and software critical components embedded
during the deployment phase.

When implementing a logging procedure as part of the con-
strained embedded platform, the security requirement is achieved
by integrating a Security Module (SM) as part of the EC. While
adding the SM to individual EC devices adds to the overall cost, it
does make the system more decentralized. Furthermore, this en-
sures that the security operations are distributed without heavily
impacting the performance. EC device vendors could also not guar-
antee that the logged data would be secured since the EC itself
would not handle that constraint. Therefore, it is necessary to also
couple the security operations as part of the EC to appropriately
address the security design and attest that the information stored
will be protected. Figure 4 depicts the design behind the solution
and shows the recommended building blocks. The following com-
ponents are listed:

• Embedded Controller (EC): Contains necessary interfaces for
the communication, main driver logic, and the control bridge
between the data that is to be stored and the security driver.

• Logging Memory Unit (LMU): Dedicated device for storing
the encrypted data; contains necessary description data, en-
crypted security keys, and the encrypted data.

• Security Module (SM): Provides security operations; works
as a security bridge between the EC and the LMU.

• Source Verification Device (SVD): Device tied to a particular
LMU and used for the authentication purpose; can contain
necessary authentication data, i.e., private-public key pair,
and/or a certificate. It is also generally seen as the device
from which logging process data is retrieved (data source).

Software functions and associated security data would be handled
by the SM itself. At the same time, it would use the logic controller
of the EC to drive the overall processing and data preparation when
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Figure 4: Design-based solution in task separation for han-
dling security logging by providing secure operations and
device authentication.

storing it as part of the logging. It is necessary to keep the SM cheap
in design. As a minimum security requirement when storing the log-
ging data, we propose to use encryption and authentication for the
stored data. These can either be achieved by using separate security
functions or applying a suite like Authenticated Encryption (AE) to
handle this process. The data integrity check (additional AE data or
a separate operation) would be saved in a separate memory block
inside the LMU. These, however, do not need to be secured, but
they do need to be checked by the EC from the SM each time a new
LMU is authenticated. They also need to be periodically updated
from the SM after new data is written. The SM should also offer
the functionality of storing and handling the key data used by the
security operations. Additionally, an EC together with its SM could
also provide a Key Derivation Function (KDF). The basic principle
of deriving and delivering the keys between the parties is left to the
designers. The keys are generally securely encrypted and stored
in the LMU secure section. The authentication operations can ei-
ther be managed using symmetric-based authentication, e.g., AES
challenge/response mechanism or by using asymmetric authentica-
tion, e.g., Public Key Infrastructure (PKI). The security operations
can be handled entirely through software or be hardware-derived,
where the hardware operations usually offer better performance,
e.g., hardware implementation of the Advanced Encryption Stan-
dard (AES). While we consider using the integrated security engine
through a dedicated SM as the most cost-effective solution, other
dedicated hardware security components can also be examined.
These include Secure Elements (SE) and Trusted Platform Module
(TPM). However, unlike the integrated secure engine, SE and TPM
are more complex to incorporate and much more costly.

The pattern is additionally aimed at providing an affordable and
secure solution when transporting and then replacing an LMU.

This process is depicted in Figure 5. Here, a user would receive
the LMU together with the SVD from a previous socket. When
integrating it into the new system, it might be necessary to verify
this memory unit alongside the newly installed SVD, which has
been formerly taken out from the older system. This is achieved
by using the previously explained security verification functions
that the new EC, through its design with SM, would possess as well.
The verification process needs to be successfully completed for the
LMU to be further used, be it just for the analytic or for continuing
operations.

Figure 5: Sequence diagram describing the verification pro-
cess during the porting of LMU and a SVD from a previous
to a new embedded device platform.

3.6 Consequences
This section lists the benefits and liabilities found when applying
the SEL architectural pattern based on the Forces from Section 3.4.1.
The benefits of the SEL pattern are:

F1 As the pattern suggests using a dedicated security module
and predefined security functions per EC, the general pro-
duction design can be applied on a larger scale.

F4 The pattern proposes the use of a dedicated SM that should
allow, at a minimum, encryption and integrity check for
handling the security of the stored data.

F5 Additionally, the SM needs to allow for a method of authen-
tication and verification of individual memory modules that
were previously tied to a specific pair of EC and MED.

The liabilities when using the SEL pattern are:
F1 As long as the security logging is only handled in a closed

local embedded platform, further system updates and con-
figurations are not handled with the proposed pattern.

F2 Each device in the suggested embedded platform is handled
as a separate unit, meaning that each embedded controller
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comes with their own security module. This advantage at
flexibility comes also with a drawback, and that is the in-
crease of the general production cost.

F3 Many embedded devices today are limited in terms of the
extension capabilities, i.e., either not containing their own
security modules or not providing additional interfaces.

3.7 Realized Example
Based on the open design question presented in Section 3.3, we
present a solution in form of a module extension. Here, security
is applied to guarantee: (i) confidentiality - protecting necessary
system data by only providing data associated to the BMS opera-
tional cycle, (ii) repudiation – an action can be tied to the entity
that caused it, and (iii) integrity – data has not been modified.

The resulted block design is shown in Figure 6. The security
functionality is controlled by an internal SM service engine. The
SM communicates directly with the EC and the memory interface.

Figure 6: Realized example based on the Secure Embedded
Logging pattern. Applied on a BCC of a BMS by extending
its applicability for the secure logging process.

When the need arises for a battery pack to be replaced, using
this design, it is possible to also easily port the whole BCC or
just the memory module with the logged data, as indicated in the
pattern solution. Based on the implementation, the BMS would
verify the newly added BCCs, while a BCC can independently
run the verification operation on the connected battery pack and
memory module.

3.8 Related Patterns
A pattern that is similar in design but different in intent and context
would be the Security Logger and Auditor [6]. It is focused on
logging security-sensitive actions from different users. Hence, this
pattern offers a security solution in tying recorded information with
the particular users of a system on an architectural level. Another
similar pattern would be the Secure Logger which is traditionally
used for capturing targeted application events [15]. It is an imple-
mentation design pattern that can be applied on the software level
in situations where otherwise system constraints are of no concern
and are not taken into the design consideration.

4 RELATEDWORK
The patterns presented in this work are focused on delivering a
design-level solution when processing data logging by providing
task separation and secure handling in embedded devices. To suc-
cessfully use the secure logging functions, it is necessary to im-
plement them. This process can be done by expanding their use
through one of the software-focused patterns. Several logging, and
even secure logging, design patterns were already previously re-
searched and published. Among them we have:

• The Secure Logger [15], which is prominent, as it provides
a simple solution for handling logging in different systems
on an implementation level.

• Security Logger and Auditor [6] is an another pattern
that provides a conceptual solution for the logging and audit-
ing with protection mechanisms for the logged information.
It deals with the repudiation aspects of information by track-
ing and linking the users with the logged actions.

• Traditionally, Chain of Responsibility pattern [7] is also
often used for logging implementations as well. To make
sure that the condition is met which guarantees that logging
will be made in a secure manner, the secure variant of the
Chain of Responsibility pattern can be applied [4].

During the deployment, the communication interface between
MPU, EC, and MED might remain insecure. Work presented in [13]
presents an answer, where the Symmetric Key Cryptography
pattern can be used for establishing a secure communication chan-
nel. Based on the system use-case, it might also be necessary to
supervise and store the secured logging data online rather than
locally. Collaborative Monitoring and Logging can be used
as a template to handle the remote side of service, with an addi-
tional pattern like Secure External Cloud Connection used to
establish the now necessary secure connection [5]. Furthermore,
the work presented in [14] lists three distinct but related design
patterns that can be utilized to build a remote messaging interface.
These can be applied to the presented EC2M pattern to extend the
abstraction on the memory unit, which in this case would mean
replacing the extensible memory module with a cloud service.

5 CONCLUSION
In this paper, we have demonstrated how it is possible to imple-
ment a secure and efficient logging solution even in closed and
constrained embedded systems through a careful design and sep-
aration of tasks and modules. Furthermore, necessary steps are
proposed where, in case of faults or unauthorized actions, the se-
curity side would be adequately handled by giving a guide on the
placement and use of a security module. This becomes increasingly
important when the need for replacement and update of the active
embedded devices arises, as it is necessary to also port history log
data of the device’s lifetime. Lastly, the work presented in this paper
is meant to encourage different vendors to consider the implemen-
tation of the secure logging functionality in local devices by not
breaking the initial cost and size limitations and to help users in
employing and maintaining the provided logging services for the
continuing device utilization. More importantly, it streamlines the
availability of the logged data to the users through simplification
of transfer and security verification of memory units.
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Abstract—In the last several years, wireless Battery Manage-
ment Systems (BMS) have slowly become a topic of interest from
both academia and industry. It came from a necessity derived
from the increased production and use in different systems,
including electric vehicles. Wireless communication allows for
a more flexible and cost-efficient sensor installation in battery
packs. However, many wireless technologies, such as those that
use the 2.4 GHz frequency band, suffer from interference
limitations that need to be addressed. In this paper, we present an
alternative approach to communication in BMS that relies on the
use of Near Field Communication (NFC) technology for battery
sensor readouts. Due to a vital concern over the counterfeited
battery pack products, security measures are also considered.
To this end, we propose the use of an effective and easy to
integrate authentication schema that is supported by dedicated
NFC devices. To test the usability of our design, a demonstrator
using the targeted devices was implemented and evaluated.

Index Terms—Battery Management System, Security, Sensor,
Near Field Communication, Anti Counterfeiting.

I. INTRODUCTION

Over the years, Battery Management Systems (BMS) have
seen an increased interest in the research community, primarily
due to the higher digitization and use in different applications.
They play an important role in many systems but are often
mentioned today as battery control devices used in smart
power grids and electric or hybrid vehicles [1]. BMS are
mainly used to handle the balancing of large battery cells
during charging & discharging cycles, as well as to offer
diagnostic services to track their lifetime usage [2].

A BMS can be deployed in different topologies and usually
consists of various devices. They generally contain a central
BMS controller, which in a modulated setting, communicates
with individual Battery Cell Controllers (BCC). The BCCs
help in relaying diagnostic data back to the BMS controller
through monitoring and control of individual battery cells.
Data received from these sensors is critical in preventing
dangerous incidents like the thermal runaway, which happens
due to the rapid increase in battery temperature [3]. However,
a BMS controller can only act as long as it has the correct
information on the current state inside the battery pack, i.e.,
it is dependant on the sensor readouts. Two main factors
influence the accuracy of these readings: (i) the number of
sensors used, and (ii) the relative position of the sensors to
their target of interest.

Commonly, BMS use wired connection to handle the com-
munication with battery cell sensors. This imposes three main
limitations however:

1) Assembly cost: Each connection to and from the cell
and sensor source needs to be physically soldered, and
it needs to account for materials used.

2) Scalability: The complexity of design, deployment, and
afterwards maintenance, boosts with the increase in the
number of battery cell sensors.

3) Area coverage: Due to the physical wires used, sensor
placement is often limited. This can make the use of
certain areas impossible, e.g., inner housing of the cells.

In order to alleviate the aforementioned wired limitations, it
is possible to replace wired with wireless technology networks.
However, we see several challenges that need to addressed
when choosing an appropriate wireless technology:

• Restricted data throughput: For a safe and continuous
execution of BMS operations, it is necessary to maintain
a steady and fast flow of data from the battery cell sensors
to the BCCs and afterwards to the BMS controller.

• Interference: The use of the same frequency band, even
through different communication technologies, will cause
interference. This is especially true with the 2.4 GHz
band, which is used by several technologies, most promi-
nent being LR-WPAN, Bluetooth, ZigBee, and WiFi.

• Multipath propagation: Maintaining communication sight
and reliability under strict and obstructive environments.

• Security concerns: Unless placed in an enclosed case,
wireless networks are prone to eavesdropping, remote
attacks, and other malicious incursions [4].

As an answer to the mentioned obstacles, we propose the
realization of the communication between battery cell sensors
and BCCs to be done using NFC. By employing NFC, we
are not only able to answer to the design restrictions imposed
through the use of the wired communication but also address
the challenges introduced when using wireless communication.
Furthermore, we address a general safety BMS requirement
centred around the battery cells source validity [5], [6]. It is
important that only battery cells that come from valid and
approved manufactures are installed, as inadequate battery
cells could potentially lead to hazards that cannot be otherwise
mitigated by the BMS controller.
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Contributions. Summarized, our main contributions contained
in this paper are: (i) We present an NFC-based approach
that can be used for BMS sensor readout, specifically the
communication between the battery cell sensors and the bat-
tery cell controllers. (ii) To counter potential malicious and
counterfeiting attempts, we provide a security solution that can
be easily integrated. (iii) The implementation of the proposed
design and evaluation of its utility using a BMS test system.

II. BACKGROUND AND RELATED WORK

With the increase of the number of battery cells in modern
BMS, new topologies and architectures had to be introduced.
A focus was set in using derivations of modular and distributed
BMS [2]. This all further lead to an increase in expenses and
complexity in cable installation. Different models have been
proposed based on the wireless technology used, such as the
use of Bluetooth [7], [8], and ZigBee [9]. They primarily
focus on the communication between the BCCs and the
main BMS controller using these wireless technologies. We
extend the wireless usage by focusing on the BCC and sensor
communication through NFC utilization.

The use of the NFC technology in more extensive system
infrastructures has already been investigated before. Specifi-
cally, research presented by Ulz et al. [10] proposes the use of
NFC-based communication for robot-machine interaction in an
Industry 4.0 setting. Additionally, work by Chen et al. [11] in-
vestigates secure authentication and anti-counterfeiting meth-
ods using RFID. Alzahrani et al. [12] proposes an NFC-
focused anti-counterfeiting system. Despite a large amount of
research being done both for the general wireless BMS and the
integration of NFC in similar environments, not much specific
work has yet been done that combines these two fields of
interest. Work done by Schneider et al. [13] focuses largely
on this field by also proposing a design approach for wireless
BMS battery sensors utilizing the same RFID technology.
However, one of the main focal points in that paper is placed
on the issues caused by galvanic isolation. Moreover, due to
the date when the paper was published, it does not account
for the newer BMS modular architectures and modern NFC
derivations, alongside the security aspects. In this work, we
try to bridge that gap and show the potential of using NFC
in hard-to-reach sensor environments while at the same time
giving attention to the security requirements.

III. DESIGN OF THE NOVEL BMS NFC SENSOR READOUT

For our targeted design architecture we divide the entire
system into three main modules: (i) a BMS controller, (ii)
a Cell control board, (iii) and a Battery module. The BMS
controller can either contain one or multiple different Micro-
controller Units (MCUs) set for the overall BMS control and
status monitoring. It communicates with the cell control board
that contains a BCC, the NFC reader as the communication
interface, and optionally an additional control MCU for the
protocol handling. The battery module contains battery cells,
sensors, and NFC communication interface to the cell board.
In our case, this interface is a NFC-Tag (NTAG). This is

illustrated in Figure 1. For charging & discharging cycles, as
well as related voltage readings, we still rely on the hardwired
measurements from conventional modulated BMS designs.

Fig. 1. Proposed BMS modular design architecture utilizing NFC components.

A. NFC Communication

For the BCCs and battery cells to be able to communicate
using the wireless NFC technology, appropriate devices and
communication mode need to be chosen. In the presented
design, this is done over the Reader/Writer mode. The NFC
reader is the active device that is connected to a specialized
controller BCC, as well as to an MCU for pre-processing
and security operations. Before the communication begins, the
NFC reader needs to have discovered the necessary NTAG(s)
using a discovery loop. Afterwards, the authentication pro-
cess starts. Following it, the NTAG proceeds to initiate self-
configuration and prepares to communicate with both the
sensor and the NFC reader. Since in a standard environment,
the same devices are going to be also used for the subsequent
measurement readings, the initialization and configuration
steps can be cached and therefore omitted.

B. Energy Harvesting and Positioning

A disadvantage that NFC has over most other wireless
technologies is its relatively short range. This is of no issue in
the presented design, as the BCCs and battery cells are usually
tightly packed and installed together. The NFC in our design
uses the energy harvesting feature to power up the NTAG
from the reader. This feature limits the distance between the
antennas. Depending on the environment, the distance peaks
approximately at 5.4 cm. For a feasible communication and
optimal initialization time, we opted to use a distance of 2 cm.
As both the sensor and the NTAG reside on the battery module,
it would be possible for them to be directly powered as it is
done in a conventional design. However, this characteristic is
not present in our design, as using the wiring to the battery
modules would violate one of the design requirements set on
reducing the extent of the necessary wires.

C. Authentication Protocol

In terms of security, NFC’s advantage over the use of other
wireless technologies is in both its short range and frequency
band. This property limits the list of technologies that a
potential attacker could use to attack the system. Since battery
modules are usually enclosed in a protective case together with
a BCC, this means that the main potential attack vector on
these modules would be one through counterfeiting.

To be able to securely verify that the battery modules are
valid, we integrate the use of an authentication protocol in our
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Fig. 2. Sequence diagram of the authentication protocol.

design. This process is achieved by verifying a value that needs
to be unique to each device. Since NTAGs are usually shipped
with a Unique Identifier (UID) value, we can use it as an input
for an Elliptic Curve Digital Signature Algorithm (ECDSA). In
our design, we use the secp128r1 protocol as the Elliptic Curve
(EC) function, having a good balance between the performance
and output sizes. The signature value, which is calculated with
a private key during the manufacturing process or subsequently
updated, is then stored in a protected memory space located
on the NTAG chip. The BCC needs to have access to the
public key, either it being pre-embedded or accessed through
other secure channels. The authentication protocol is shown
in Figure 2. Before the signature verification takes place, the
UID validity is first checked against the list of valid devices.

IV. EVALUATION

A. Test System Implementation

For the purpose of testing our design approach, we imple-
mented a test suite that contains the necessary BMS modules,
as well as the additional NFC equipment. We aimed to use
the NFC modules, which support the latest NFC Type 5 Tag
technology. Furthermore, the used components are automotive-
graded where applicable for the purpose of replicating a real-
world use-case as closely as possible. To that end, all devices
used, except for the temperature sensor, come from the NXP
Semiconductors lineup of products.

As the main BMS controller, we use an S32K144 MCU
board. It communicates with the cell control board via the
FRDMDUAL33664 shield. It is further connected to an
RD33771CDST that houses an MC33771C which functions
as a BCC. The cell control board contains an automotive
NFC Reader for handling the NFC transmissions and another
S32K144 as the MCU for programming and testing. The
battery module consists of a BATT-14CEMULATOR that
serves as a battery emulator, an NTAG component as the
passive NFC device, and a BMP180 temperature sensor. The
BCC is able to receive the emulated cell voltage data from
the battery emulator, while the temperature sensor data is sent
through the NFC interface. Both the temperature and the cell
voltage data are first received by the BCC and then transmitted
to the BMS controller. For the authentication protocol, we

base our implementation on the originality signature feature
found on the NXP’s RFID devices. Signature calculation and
verification are handled via the ecc-nano library. Elements
of the development and evaluation were handled in a recent
master’s thesis [14]. The system is shown in Figure 3.

Fig. 3. Test setup for the BMS NFC sensor readout.

B. Time Measurements

We divide the entire BMS monitoring process into two
phases: (i) Initialization phase: executed only once for device
preparation and configuration, and (ii) Monitoring phase: con-
tinuous action that is called on every sample step to measure
and retrieve sensor and cell data. Individual steps, as well as
their time measurements, are shown in Figure 4.

We start the process after the NTAGs have already been
discovered. As the first step the authentication protocol is
run. This protocol run includes both sending an authentication
request from the NFC reader, the response from the NTAG,
and the verification calculation on the MCU that is connected
with the NFC reader. The authentication step showed an
average time of 369.3ms, with majority of it being spent on
the verification process. With the NTAG verified, the energy
harvesting check is handled which lasts for 19.64ms. Finally,
the NTAG operation initialization is run which measured
29.16ms, followed with the sensor initialization that took
116.1ms.

After the initialization phase is finished, there is no need to
reconfigure the devices during the system run. For the moni-
toring phase, sensor measurements are read and transmitted to
the BCC using NFC communication. This phase is repeatable,
with each action showing a time of 27.2ms.

C. Security Threat Analysis

To evaluate the achieved security protection, a threat analy-
sis was conducted. We have used Data Flow Diagram (DFD)
to illustrate the system model as seen in Figure 5. Here, we
demonstrate a summarized representation of the analysis based
on Threats (T), Assets (A), and Countermeasures (C), as well
as the points of their potential impact. In our security model,
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we argue the following assumptions: (i) A battery module can
only be communicated with via an adequate BCC, (ii) Both
the cell control board and the battery module are enclosed
in a chassis and the external communication can only be
achieved through the BMS controller, (iii) Every newly added
and unknown battery module is considered untrustworthy.

Fig. 4. Time measurement results for the Initialization phase (Authentication,
Energy Harv., NTAG Init., Sensor Init.) and Monitoring phase (Sensor Meas.).

Fig. 5. Data Flow Diagram representation of the security analysis.

In our use-case, we have two assets that we want to
protect: (A1) Sensor (status) data: data retrieved from the
cell sensors, and (A2) System integrity: both hardware and
software integrity. To disturb the cell balancing control, we
indicate (T1) Battery control obstruction as a potential threat.
Further, an attacker might, through data modification, try
to (T2) Tamper with BMS status messages. Both of these
threats are mitigated with the implemented (C1) Authentication
through signature validation countermeasure. Here, BCCs
check and validate every individual battery module, ensur-
ing that the BMS controller only receives authorized status
messages. Another possibility for an attacker would be to
gain a (T3) Backdoor access through either the NFC interface
or a counterfeited battery module. This is again protected
with (C1), but also through reducing the attack proximity
by relying on the (C3) NFC physical layer characteristics.

Lastly, a (T4) Remote attack could also be launched from
the outside using wireless communication. In this case, (C2)
Cell pack sealing protects against remote attacks by isolating
interfaces via material shielding. Also, (C3) would hamper the
possibility of such an attack through frequency spectrum and
range limitations.

V. CONCLUSION AND FUTURE WORK

In this paper, we present the idea of using NFC as a
wireless communication interface for battery sensor readouts
in BMS. An authentication model was proposed and evaluated
to alleviate the risk of the counterfeited battery cells and
prevent safety and security threats. Experimental results using
real components showed the feasibility of our approach but
also design challenges related to the antenna and sensor
placement. For the future work, we plan to evaluate the design
using different antenna orientations, optimize execution time,
and also consider a security protocol extension.
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Abstract—Wireless Battery Management Systems (BMS) are
increasingly being considered for modern applications. The ever-
increasing complexity and production costs of BMS modules
and wired connections resulted in a necessity for new ideas and
approaches. Despite this growing trend, there is a lack of generic
solutions focused on battery cells’ sensor readout, where wireless
communication allows for a more flexible and cost-efficient sensor
installation in battery packs. Many wireless technologies, such
as those that use the 2.4 GHz frequency band, suffer from
interference and other limitations. In this article, we present
an alternative approach to communication in BMS that relies
on the use of Near Field Communication (NFC) technology for
battery sensor readouts. As an answer to the rising concern over
the counterfeited battery packs, we consider an authentication
schema for battery pack validation. We further consider security
measures for the processed and stored BMS status data. To show
that a general BMS application can make use of our design, we
implement a BMS demonstrator using the targeted components.
We further test the demonstrator on the technical and functional
level, by also performing evaluation on its performance, energy
usage, and a security threat model.

Index Terms—Battery Management System, Security, Sensor,
Wireless, Near Field Communication, Anti Counterfeiting.

I. INTRODUCTION

GREEN energy and sustainability are becoming more
important than ever before, with Battery Management

Systems (BMS) also seeing an increased interest from the
industry and the research community. This resulted in a higher
digitization and use-case expansion that required additional
attention to the already complex systems that utilize BMS [1].
BMS play an important role in many systems today that rely on
the use of large battery packs. They are often mentioned as one
of the main critical controller components being part of smart
power grids and electric or hybrid vehicles [2], [3]. They are
used as control devices in such systems, where they regulate
the usage of individual battery cells by offering monitoring
and diagnostic services, as well as the possibility to track the
lifetime usage of each individual cell [4]. To offer safer and
more efficient energy usage, a BMS also handles cell balancing
control during the charging and discharging cycles. A BMS
can be deployed in different topologies and usually consists
of various devices. They generally contain a central BMS
controller, which in a modulated setting, communicates with
individual Battery Cell Controllers (BCCs). The BCCs help in
relaying diagnostic data back to the BMS controller through

monitoring and control of individual battery cells. These cells
are packed together in parallel or serial connections inside
battery modules, with accompanying temperature, pressure,
or other sensors. Data received from these sensors is critical
in preventing dangerous incidents like the thermal runaway,
which happens due to the rapid increase in battery tempera-
ture [5]. A BMS controller is able to derive diagnostic data
based on the monitored and measured data from the battery
cells, e.g., State of Charge (SoC), State of Health (SoH), etc.,
[1]–[3]. However, these controllers can only act as long as they
have the correct information on the current state inside the
battery pack, i.e., they are dependent on the sensor readouts.
Two main factors influence the accuracy of these readings: (i)
the number of sensors used, and (ii) the relative position of a
sensor to its measurement target.

Traditionally, BMS use wired connection to handle the
communication between individual modules, i.e., between the
BCCs and the battery cell sensors. This, however, imposes
several limitations, as shown in Table I. In order to alleviate
the aforementioned wired limitations, it is possible to replace
wired with wireless technology networks. We see several chal-
lenges that need to addressed when choosing an appropriate
wireless technology, as indicated in Table II.

Different communications have already been tested in an
attempt to solve the mentioned limitations. Research with
Bluetooth [6], [7] and ZigBee [8] have been tested and
evaluated within the BMS domain. However, while they give
promising results for the data throughput, these studies fail
to address the main challenge of the mentioned technologies,
that being the interference. Security is also only partially
covered, mostly under the given technologies’ security stack,
with ZigBee being especially subjected to limited throughput
and security concerns [9]. Schneider et al. [10] address most
of the concerned challenges but does not focus on the security
aspects and newer modulated BMS considerations. We further
discuss the BMS wireless and security findings, and their
relevance to our work, in Section II.

To address the BMS wired limitations and wireless re-
quirements, we propose a system architecture for modular
BMS that offers the NFC technology for battery module
cells’ sensor readout. This includes the extension with the
conventional BCC by adding a connection to an active NFC
reader. The battery cell’s sensors would, hence, only connect
to the provided passive NFC device per battery pack module,
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TABLE I
LIMITATIONS OF THE WIRED BMS [9], [11]–[14]

Limitation Description

Assembly cost
Each connection to and from the cell and sensor source
needs to be physically soldered, and it needs to account
for materials used.

Scalability
The complexity of design, deployment, and afterwards
maintenance, boosts with the increase in the number of
battery cell sensors.

Area coverage
Due to the physical wires used, sensor placement is
often limited. This can make the use of certain areas
impossible, e.g., inner housing of the cells.

TABLE II
WIRELESS TECHNOLOGY CHALLENGES FOR BMS

Challenge Description

Restricted
throughput

For a safe and continuous execution of BMS operations, it
is necessary to maintain a steady and fast flow of data from
the battery cell sensors to the BCCs and afterwards to the
BMS controller [9], [14].

Interference

The use of the same frequency band, even through different
wireless technologies, can cause interference. This is espe-
cially true with the 2.4 GHz band, which is used by several
technologies, most prominent being LR-WPAN, Bluetooth,
ZigBee, and WiFi [6]–[8], [15].

Multipath
propagation

System’s resilience in maintaining communication sight and
reliability under obstructive environments [16].

Security
concerns

Unless placed in an enclosed case, wireless networks are
prone to eavesdropping, remote attacks, and other malicious
incursions [17]–[19].

not requiring additional connection or power draw for their
functionality. Security and data processing are handled via
an additional Microcontroller Unit (MCU). These additional
components would form a new overall control block together
with the BCC. This block would still remain modulated, i.e.,
it would maintain the same input and output connections.
A BMS with our presented architecture is able to perform
security operations on the logged status data with a minimal
overhead increase, while retaining its original functionality.
Contributions: In this work, we present an answer to the
listed challenges, by proposing a design model that utilizes
NFC as the chosen technology for the wireless communication
between the battery cell sensors and the BCCs. By introducing
NFC, we are not only able to answer to the design restrictions
imposed through the use of wired communication, but also
address the challenges introduced when using wireless com-
munication technologies.

After providing the relevant background information and
presenting related work in Section II, we make the following
contributions in this article:

• We present a novel approach for the NFC-based BMS
battery cells’ sensor readout by indicating design points
for the device use and placement, as well as the exchange
protocol between the modules (Section III).

• We address the battery cell source validity [20], [21]
question by proposing an authentication model for verify-
ing individual battery cell modules. BCCs should commu-
nicate only with the trusted battery cells, for the reasons
of both security and safety concerns (Section IV-A).

• We investigate the security protocol and design require-
ments for the purpose of storing and securely handling
the derived BMS status data as the next operational step
after the sensor readout (Section IV-B & IV-C).

• We experimentally show the feasibility of our design
by realizing a BMS system prototype and implementing
NFC and security control functionalities. The system is
further evaluated on its (i) security dependability by a
threat model analysis, (ii) time measurements for indi-
vidual BMS NFC readout phases, (iii) protocol overhead
analysis for the secure BMS monitoring and diagnostic
data logging (Section V), (iv) system energy consump-
tion, and (v) potential NFC sensor readout throughput.

This article presents an extended version of the published
paper [22] that includes a more detailed analysis and inves-
tigation of the proposed design specifications related to the
NFC integration for the BMS inter-module communication and
sensor data readout. On top of the design and authentication
approach presented in that paper, an additional security in-
vestigation and evaluation for the purpose of securely logging
sensor monitoring and diagnostic BMS data were conducted.
Additionally, in relation to the NFC system design, a through-
put and energy consumption analysis have been done as well.

II. BACKGROUND AND RELATED WORK

A. Wireless Battery Management Systems (WBMS)

The increase of the number of battery cells in modern BMS
resulted in an increase in the number of used component
devices, especially regarding intermediate control components.
This all further lead to an increase in expenses and complexity
in cable installation. New topologies and architectures had
to be introduced focused on using wireless technologies.
Primarily, they were seen as an extension to already different
derivations of modular and distributed BMS [4]. Some of the
pioneering research includes the realization of a WBMS under
custom chips and protocols by M. Lee et al. [12]. In this
work, they introduce a WiBaAN protocol that works under
the 900 MHz band with a data rate of up to 1 Mbit/s, allowing
for direct communication between a large set of battery cells
and the main BMS controller. However, while novel for the
time of publishing, the relatively low data throughput rate,
used frequency band, manufacturing costs, and no newer
research updates regarding the modulated BMS topologies
could present a limitation for the modern BMS derivations.

Several design models have been proposed and investigated
in the domain of the 2.4 GHz frequency band. Shell et
al. [7] presents a Bluetooth-based BMS design approach.
They show its feasibility under the standard BMS environment
and commercial applications. De Maso-Gentile et al. [6]
presents a different design approach, that is more focused on
applying Bluetooth gateway access to already conventional
BMS CAN infrastructures. However, most of the proposals
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based on Bluetooth technology are primarily centred on intra-
module communication and do not account for direct battery
sensor readout. Bluetooth, specifically the newer BLE, has a
limited throughput rate which can often fluctuate due to noisy
channels even in the newer 5.x standards [23]. This can make
it difficult to fulfill the necessary standard requirements for
data transfer under the conventional BLE topologies. Research
has been also conducted using the ZigBee technology by
Rahman et al. [8]. While it showed potential in its applicability,
ZigBee would suffer from restrictions due to its low-data
rates and unstable channels. Wi-Fi was also considered under
specialized BMS investigations. Gherman et al. [15] propose
a WBMS build on a single chip that used Wi-Fi as its
communication technology for their demonstrator. A different
kind of research, more focused on smart cells, was proposed
by Huang et al. [24]. Here, the communication between the
individual cells and the main controller is done over a Wi-
Fi channel, with the BMS controller using the channel for
the cell balancing control. The focus of this research was on
cell balancing and smart cells, with Wi-Fi being mostly used
as a demonstrative wireless technology with no significant
focus on the wireless aspects and challenges. The presented
research gives an insight into the communication between
the BCCs or similar modules and the main BMS controller
using the prescribed wireless technologies. Also, as mentioned
in Section I, 2.4 GHz technologies generally suffer from an
increased chance of interference under complex environments,
e.g., Electric Vehicles (EVs), where many devices and modules
could compete over the use of the bandwidth channels. This
work extends the wireless usage regarding the BMS compo-
nents by also focusing on the BCC and sensor communication,
which is often overlooked, through NFC utilization.

BMS today are also often considered for the cloud service
extensions [25], [26]. These solutions offer the distribution of
BMS modules over a wider area, and hence, further reduce the
use of wires and deployment complexity. They also provide
functionality extensions. Cloud services aim to cover the
calculation of important State of Health (SoH) and State of
Charge (SoC) BMS functions on a more efficient cloud base,
by using different data sources and even resource-demanding
machine learning algorithms, which otherwise would not be
possible on resource and process constrained BMS MCU field
controllers. These services, however, are outside of the scope
of this work, as they focus mainly on the external, rather than
on the internal BMS communication.

B. Security in Battery Management Systems (BMS)

The current research work related to BMS security is
limited, due to it being a relatively novel topic that first started
sparking interest in the recent time. Nonetheless, there has
already been some research done focused on different aspects
of the BMS security design. Sripad et al. [18] present an
investigation of the cybersecurity threats of BMS, particularly
of EVs, especially related to their interaction with battery
packs and to overcharging and discharging manipulation con-
cerns. A FACTS approach proposed by Khalid et al. in [20]
deals with a formal threat analysis of BMS by investigating

and comparing different existing frameworks. It also goes
into a detailed analysis, points out and classifies important
general security threats found under a BMS. Further BMS
threat analysis models have also been proposed by Kumbhar et
al. [19]. This work also goes in a direction of a wider topic and
includes some security overview of BMS Internet-of-Things
(IoT) solutions. A similar work that looks at the IoT security
perspective with BMS and their related environments is by
Lopez et al. [27]. While most of the mentioned publications
present a broad BMS security analysis topic, they still serve
as a good starting ground to complement the presented work.

C. Near Field Communication (NFC) Applications

NFC is a high frequency (HF) communication standard
based on the Radio Frequency Identification (RFID) which
operates on a frequency band of 13.56 MHz, has a typical
range of up to 10 cm, and depending on the standard, supports
data rates of up to 848 kbit/s [28], [29]. It handles different
modes of communication, among them being communication
between an active reader and a passive tag device. Like the
RFID, it supports the energy harvesting features from the ac-
tive to the passive device during the data exchange. The use of
the NFC technology in more extensive system infrastructures
has already been investigated before. Specifically, research
presented by Ulz et al. [30] proposes the use of NFC-based
communication for robot-machine interaction in an Industry
4.0 setting. Additionally, work by Chen et al. [31] investigates
secure authentication and anti-counterfeiting methods using
RFID. Alzahrani et al. [32] propose an NFC-focused anti-
counterfeiting system. Despite a large amount of research be-
ing done both for the general wireless BMS and the integration
of NFC in similar environments, not much specific work has
yet been done that combines these two fields of interest, which
is also indicated by the recent survey research paper by A.
Samanta and S. S. Williamson [9]. Work done by Schneider et
al. [10] focuses largely on this field by also proposing a design
approach for wireless BMS battery sensors utilizing the same
RFID technology. However, one of the main focal points in
that paper is placed on the issues caused by galvanic isolation.
Moreover, due to the date when the paper was published, it
does not account for the newer BMS modular architectures
and modern NFC derivations, alongside the security aspects.
In this work, we try to bridge that gap and show the potential
of using NFC in hard-to-reach sensor environments while at
the same time giving attention to the security requirements.

III. DESIGN OF THE NOVEL BMS NFC SENSOR READOUT

For the targeted design architecture we divide the entire
system into three main modules:

• BMS controller
• Cell control board (CCB)
• Battery module
Modules, as well as their placement and connections, are

illustrated in Fig. 1. Here, the BMS controller plays the
role of the main control unit responsible for receiving and
interpreting diagnostic data and conducting necessary safety
control actions. It can contain one or multiple operational
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Fig. 1. Proposed BMS modular design architecture utilizing NFC components.

MCUs. The BMS controller communicates with the CCB
that contains a BCC, an NFC reader as the communication
interface, and optionally, an additional control MCU for the
protocol handling connected via a supported communication
bus protocol, e.g., Serial Peripheral Interface (SPI). In a
traditional design, the CCB usually only contains a simple
BCC aimed primarily only for the BMS functional support.
To supplement the communication handling requirements for
the NFC reader, and also preceding and subsequent data and
security processing, we introduce another process MCU that
works either along with the BCC chip or on top of the
BCC functional block. In most scenarios, the communication
between the CCBs and the BMS controller is established using
either a Controller Area Network (CAN) protocol, or some
other form of network connection, like Ethernet, Transformer
Physical Layer (TPL), or SPI [33].One BMS controller can
communicate with multiple CCBs, depending on the system
and protocol limitations [1], [4].

The battery module contains battery cells, sensors, and an
NFC communication interface to the CCB. In the presented
design, this interface is an NFC-Tag (NTAG). The communica-
tion for the NTAG and sensors is primarily done with the Inter-
Integrated Circuit (I2C) protocol. For charging and discharging
cycles, as well as related voltage readings, we still rely on the
hardwired measurements from conventional modulated BMS
designs, with them being usually less demanding in terms of
placement and installation compared to the investigated sensor
connections and also requiring an otherwise special handling.

A. NFC Communication

To make the communication between the BCCs and battery
cells using the wireless NFC technology possible, appropriate
devices and communication modes need to be chosen. In the
presented design, Reader/Writer mode is opted as the chosen
mode of communication. The NFC reader plays the role of
the active device that is connected to a specialized controller
BCC, as well as to an MCU for pre-processing and security
operations. In traditional designs of the modulated BMS, this
MCU can also be already found as an integral part of the BCC.
It is, however, vital, that the main functionality conditions are
fulfilled and contained which entail that the communication

over the NFC can be accurately processed and handled, as
well as to be able to handle security operations. Before the
communication begins, the NFC reader needs to have discov-
ered the targeted NTAG(s) using the discovery loop process.
Immediately afterwards, the authentication process starts. It
is important to make sure that no formal communication can
begin before the battery modules have been authenticated, as to
avoid any potential vulnerabilities that might arise afterwards.
Following the successful authentication, the NTAG proceeds
to initiate self-configuration and prepares to communicate with
both the sensors and the NFC reader. Since in a standard
environment, the same devices are going to be also used for
the subsequent measurement readings, the initialization and
configuration steps can be cached and therefore omitted.

B. Energy Harvesting and Positioning

A disadvantage that NFC has over most other wireless
technologies is its relatively short range. This is of no issue
in the presented design, as the BCCs and battery cells are
usually tightly packed and installed together. The NFC in
the presented design uses the energy harvesting feature to
power up the NTAG from the reader. The energy harvesting is
also additionally used to power the necessary readout of the
adjacent sensor. This feature limits the distance between the
antennas. Depending on the environment, the distance peaks
approximately at 5.4 cm. For a feasible communication and
optimal initialization time, we opted to use a distance of 2 cm.
The NTAG is not powered right at the boot-up of the system.
It first needs to check if enough energy can be received from
the present NFC field. The energy harvesting needs also to
match the internally pre-configured voltage level. A voltage
level of up to 3 V can be supplied, which was also deemed
sufficient for the sensor readout operation. As both the sensor
and the NTAG reside on the battery module, it would be
possible for them to be directly powered as it is done in a
conventional design. However, this characteristic is not present
in our design model, as using the wiring to the battery modules
would violate one of the design requirements set on reducing
the extent of the necessary wires.

C. Data Exchange Protocol

The NFC reader is intended to establish the wireless connec-
tion to the dedicated battery sensors of the battery module. It
plays the role of the active device, meaning that it initiates
the communication. The sensors are able to transmit their
values to the passive NTAG using the I2C connection. In this
scenario, the master mode is used and the NTAG takes the role
of the adapter module. The data is passed directly between the
sensors and the NFC interface. Static Random Access Memory
(SRAM) storage is used for the intermediate data placement
before the read operation takes place. Additional commands
had to be provided for the interaction on the battery module’s
I2C bus, as well as for the data transmission. These include
the: (i) I2C read & write commands, and (ii) content read;
which allows direct content read from the intermediate SRAM
storage. No MCU or any additional component is needed here,
making the design relatively simple and cheap.
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Fig. 2. General system design representation using a swimlane sequence diagram showing the communication flow between CCB with its NFC Reader, and
the battery module with NTAG and sensor. The process follows three main operational steps, with the security operations appliance being an optional step.

Fig 2. shows a swimlane sequence diagram that encapsulates
all main operation processes intended to be covered during a
common data exchange run. It covers the following steps:

1) Configuration: initialization step at the session start,
intended for loading up all the necessary configuration
and operational material. It is expected to be run only
once, usually at a start-up of a system (e.g., start of
a vehicle). However, certain options could be cached,
and hence pre-configured, with the aim of reducing the
overall process execution time.

2) Validation & registration: CCB instructs its NFC reader
to find and assign NTAGs first by using a discovery loop.
Afterwards, validation takes place using the proposed
signature authentication algorithm described more in
detail in the Section IV-A.

3) Battery cells measurement readout: starts with the ini-
tialization step aimed for the measurement configuration.
During this one-time procedure, the NTAG initializes
its communication with the sensors, but also enables
the energy harvesting feature covered in Section III-B.
After the initialization is finished, a process loop is run
that, based on the sampling time, periodically reads out
and processes the battery cell measurement data. The
cells’ data are further covered by the conventional BCC
monitoring and diagnostic operations.

4) Data protection: an optional step for the purpose of
securing the read measurement, and BCC-derived, data.
These operations are discussed in Sections IV-B & IV-C.
If used, it is intended to be included together with the
measurement process loop.

IV. SECURITY MECHANISMS

A. Battery Module Authentication Protocol

In terms of security, NFC’s advantage over the use of other
wireless technologies is in both its short range and frequency
band. This property limits the list of technologies that a

potential attacker could use to attack the system. Since battery
modules are usually enclosed in a protective case together with
a BCC, the main potential attack vectors on these modules
would be the ones initiated through counterfeiting [27]. It is
important that only battery cells that come from valid and
approved manufactures are installed, as inadequate battery
cells could potentially lead to hazards through compromising
the BMS controller, or even going higher to the high-speed
network outside the BMS environment [33].

To be able to securely verify that the battery modules are
valid, we integrate the use of an authentication protocol in our
design. This process is achieved by verifying a value that needs
to be unique to each device. Since NTAGs are usually shipped
with a Unique Identifier (UID) value, we can use it as an input
for an Elliptic Curve Digital Signature Algorithm (ECDSA). In
our design, we use the secp128r1 protocol as the Elliptic Curve
(EC) function, having a good balance between the performance
and output sizes. The signature value, which is calculated with
a private key during the manufacturing process or subsequently
updated, is then stored in a protected memory space located
on the NTAG chip. The BCC needs to have access to the
public key, either it being pre-embedded or accessed through
other secure channels. The authentication protocol is shown in
Fig. 3. Before the signature verification takes place, the UID
validity is first checked against the list of valid devices. Failure
in either can lead to a warning message presented through
the BMC controller, or a complete shutdown of the system,
depending on the targeted use-case.

B. BMS Status Data Protection

To protect the transmitted battery sensor data and the
derived diagnostic data, it is necessary to apply different
security measures. These measures would present an answer
to the aforementioned security requirements and would be
handled as an extension to the current BMS communication
design, but also to its data acquisition protocol. Primarily,
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Fig. 3. Sequence diagram of the authentication protocol.

for the BMS use-case, it is important to fulfill the integrity
and availability security requirements, since changes in the
accuracy of the data and its sampling rate directly affects the
output of the BMS control decisions. Data confidentiality also
plays an important role, since the exposure of BMS data to
unwanted third parties can also lead to the exposure of users’
privacy, e.g., driver’s behavior in electric vehicles.

Based on the design from Section III and Fig. 1, an
extension in the view of a security module would be necessary
as part of the CCB. This would free the design space of
the battery module from the otherwise additional hardware
modifications. It also means, however, that the transferred
sensor data is not going to be encrypted or otherwise secured
on the analogue connection between the battery module and
the CCB, i.e., either through the proposed NFC interface or
an adequate wired transfer. This is deemed to be acceptable,
as the CCB and the battery module are usually tightly coupled
and enclosed together, and attacks on those connections from
the outside would be either difficult or even unfeasible. What
is therefore important before the data transfer takes place
between these modules, is that the authentication of the battery
module was successful as described in Section IV-A. Fig. 4
shows the additional operational steps for secure data handling.
The input of the key would take place at the start of the
measurement session, and would be run only once for that ses-
sion. Data sampling would contain the main functionality for
receiving and applying monitoring and diagnostic operations
from the standard BCC. Before the security operations can be
applied, the data will first need to be structurally prepared, e.g.,
by using compression, or padding, during the data processing
step. Finally, the designated security operations are run.

Placing the security operations on the CCB rather than onto
the main BMS controller adds several benefits. Mainly, it
presents an additional layer of security to otherwise different
and uniform communication interfaces and standards used
for the communication between the CCBs and the BMS
controllers. It also frees the resources from the main BMS
controller which would be necessary for secure storage in
case of lifetime logging operations. Such data could then be
stored onto the memory units connected to individual CCBs,

Fig. 4. BMS measurement data sampling and secure handling.

encrypted and integrity protected against malicious modifi-
cations. This is especially important under the modulated
topology where one BMS controller can communicate with
multiple CCBs and would therefore reduce the computational
and storage constraints on the main BMS controller. The
CCB’s controller needs to contain the necessary hardware and
software components for the targeted security protocols.

C. Security Protocols
To protect data confidentiality, it would be necessary to

employ encryption of the sampled sensor data. Embedded
devices rely on the use of either Hardware Security Modules
(HSM), Secure Elements (SE), Trusted Platform Modules
(TPM), or processor extensions with security function imple-
mentations. Security modules under the BMS use-case should
be able to provide encryption and decryption operations, and
tag verification for integrity check. The security module also
provides other security functions, like a Random Number
Generator (RNG), secure boot, and secure key generation and
storage among others. The integrated algorithms are also often
hardware-implemented, meaning that they benefit from the
accelerated operations and physical security considerations.

Advanced Encryption Standard (AES) is often employed
for symmetric encryption operations due to its high-security
profile and small footprint. AES also benefits from hardware
implementations for a faster algorithm execution. During em-
ployment, AES would need to be in different modes to provide
encryption operation across a larger set of data. Traditionally,
CBC and CTR modes are used, with Authenticated Encryption
with Associated Data (AEAD) also gaining prominence where
available, with modes like EAX, GCM, or CCM.

To protect the data against modifications, i.e., to guarantee
its integrity, it is recommended to apply Message Authen-
tication Code (MAC) calculations. These can be done on
an arbitrary length of sampled sensor or diagnostic data
either before or after the encryption on them took place. The
calculated MAC bytes would be used for the integrity check.
The MAC calculation can be left out in case the affiliated
encryption algorithm is from the AEAD group and hence
includes an integrity tag check as part of its procedure. These
functions are sufficient in providing necessary BMS sensor
data protection intended for either its intermediate storage or
further data propagation and processing.
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Fig. 5. Evaluation setup for the BMS NFC sensor readout.

V. EVALUATION

A. Test System Implementation

To test the presented design model, we implemented a test
suite that contains the necessary BMS modules, as well as the
additional NFC equipment. We aimed to use the NFC modules,
which support the latest NFC Type 5 Tag technology. Fur-
thermore, the used components are automotive-graded where
applicable for the purpose of replicating a real-world use-case
as closely as possible. To that end, all devices used, except for
the temperature sensor, come from the NXP Semiconductors
lineup of products. The system is shown in Fig. 5.

As the main BMS controller, we use an S32K144 MCU
board. It communicates with the CCB via the FRDMD-
UAL33664 shield over the TPL protocol. It is further con-
nected to an RD33771CDST that houses an MC33771C,
which functions as a BCC. The CCB contains an automotive
NFC Reader for handling the NFC transmissions and another
S32K144 as the MCU for programming and testing. The MCU
board is connected with the NFC reader via SPI. The battery
module consists of a BATT-14CEMULATOR that serves as
a battery emulator, an NTAG component as the passive NFC
device, and a BMP180 temperature sensor. The NFC devices
are of the NCF33xx product family. The antennas of the active
NFC reader and the passive NTAG devices are placed in
parallel to each other, with the reader placed at a short distance
over the NTAG, corresponding to the positioning discussion in
Section III-B. The sensor is placed in close proximity with the
NTAG device. For the setup, the temperature sensor from the
battery emulator was disabled from transferring the tempera-
ture data, being otherwise routed through the attached NTAG
component and the added BMP180 temperature sensor that
communicates with the NTAG via the I2C protocol. Hence,
the BCC is able to receive the emulated cell voltage data from
the battery emulator, while the temperature sensor data is sent
through the NFC interface. Both the temperature and the cell
voltage data are first received by the BCC and then transmitted
to the BMS controller. For the authentication protocol, we
base our implementation on the originality signature feature
found on the NXP’s RFID devices. Signature calculation and

Fig. 6. Time measurement results for the Initialization phase (Authentication,
Energy Harv., NTAG Init., Sensor Init.) and Monitoring phase (Sensor Meas.).

verification are handled via the ecc-nano library [34]. Elements
of the project development and evaluation were handled in a
recent master’s thesis [35].

BMS status data protection: for this investigation, a security
module was used to provide the necessary security operations,
that comes integrated with the S32K144. The offered func-
tionalities of this module are based on the Secure Hardware
Extension (SHE) specification [36], and they included among
others: a secure key derivation and storage, provided True Ran-
dom Number Generator (TRNG), AES encryption algorithm
with CBC mode, and Cipher-based MAC (CMAC) for data
integrity and authentication.

B. NFC Sensor Readout Process Time Measurements

We divide the main BMS monitoring process into two
phases: (i) Initialization phase: executed only once for device
preparation and configuration, and (ii) Monitoring phase: con-
tinuous action that is called on every sample step to measure
and retrieve cell sensor data. Individual steps, as well as their
time measurements, are shown in Fig. 6. All represented time
values are median values taken after multiple measurements.

The process starts after the NTAGs have already been
discovered. As the first step the authentication protocol is
run. This protocol run includes both sending an authenti-
cation request from the NFC reader, the response from the
NTAG, and the verification calculation on the MCU that
is connected with the NFC reader. The authentication step
showed a median time of 369.30± 0.37ms, with majority of
it being spent on the verification process. The relatively high
execution time is attributed to this step being very hardware
and software dependant, with optimizations being possible
by using dedicated security components. With the NTAG
verified, the energy harvesting check is handled which lasts
for 19.64±0.25ms. Finally, the NTAG operation initialization
is run which measured 29.16 ± 2.44ms, followed with the
sensor initialization that took 116.1 ± 1.19ms. After the
initialization phase is finished, there is no need to reconfigure
the devices during the system run. For the monitoring phase,
sensor measurements are read and transmitted to the BCC
using NFC communication. This phase is repeatable, with each
action showing a time of 27.2± 0.54ms.
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Fig. 7. Security threat analysis visual overview using Data Flow Diagram.

C. Security Threat Analysis

The proposed design has been subjected to a security threat
analysis, for the purpose of evaluating the achieved security
protection [37]. This has been conducted by listing individual
Assets (A), Threats (T), and Countermeasures (C). To better
illustrate the carried out process, a visual representation of the
targeted use-case system model was made using Data Flow
Diagram (DFD) which can be seen in Fig. 7. Here, a demon-
stration is made with the indicated threats, their influenced
assets, and answered countermeasures, also illustrating their
potential points of impact. Threats are derived based on the
carried security requirements analysis, as well as the basis
security threats found in common BMS models done in prior
research works [18], [19], [38].

In our security model, we argue the following assumptions:
(i) a battery module can only be communicated with via an
adequate BCC, (ii) both the CCB and the battery module are
enclosed in a chassis and the external communication can only
be achieved through the BMS controller, (iii) every newly
added and unknown battery module is considered untrustwor-
thy, (iv) the CCB is deemed to contain adequate hardware and
software components for security protection and calculations.

We indicate three important assets that need to be protected:
• (A1) Sensor data: data retrieved from the cell sensors.
• (A2) System integrity: hardware and software integrity.
• (A3) Diagnostic data: status data derived from the mon-

itored battery readings.
An attacker would look to exploit a vulnerability of the

system, i.e., the potential to conduct a successful attack. Each
attack is tied to a threat and assets that are targeted by it. In
the following, each separate threat is listed with a given short
description, the assets that it impacts, and the countermeasures:

• (T1) Battery control obstruction 7→ (A1), (A3)
A potential threat that disturbs the cell balancing control
through a fake source of sensor and diagnostic data.
Mitigated through (C1) Authentication through signature
validation by the proposed design. Here, BCCs validate
every individual battery module, ensuring that the BMS
controller only receives authorized status messages.

• (T2) Tamper with BMS status messages 7→ (A2), (A3)
A similar threat like (T1), but that is more covered and
tries to tamper with the data rather than obstruct it.
Also mitigated via the (C1) countermeasure.

• (T3) Backdoor access 7→ (A1), (A2)
An attacker might try to gain system’s access through ei-
ther the NFC interface or a counterfeited battery module.
Protected through the (C1) countermeasure, but also by
reducing the attack proximity by relying on the (C3) NFC
physical layer characteristics.

• (T4) Remote attack 7→ (A1), (A2), (A3)
Various attacks can be launched from outside of the
system on unprotected channels by using wireless com-
munication. Under this context, we primarily consider the
probing attacks that target the NFC channels.
(C2) Cell pack sealing protects against remote attacks
by isolating interfaces via material shielding. Also, (C3)
would hamper the possibility of such an attack through
frequency spectrum and range limitations.

• (T5) BMS log data compromise 7→ (A1), (A3)
Such an attack can take place on CCB, both from the
local or possible backdoor access via exposed (T3), or
through (T4). These include both the privacy leak of the
associated system through the compromise of the read
raw data, but also any kind of unauthorized data changes
which would be intermediately stored on the CCB.
The data can be protected by (C5) Data security measures
which include the prescribed encryption, authentication
and integrity validations.

TABLE III
FULL BMS DATA SAMPLING, PROCESSING AND SECURITY OPERATION

Iterations 1 sample 5 samples 100 samples
Time 114.85± 0.73ms 580.56± 1.55ms 11.64± 0.02 s

D. Data Security Overhead Analysis
An evaluation was conducted for the purpose of testing the

BMS data security handling. This evaluation includes a model
that was built to depict a real-world representation of the BMS
data structure that includes both the monitoring and diagnostic
data components. The evaluation follows the design principles
described in Section IV-B and security protocol considerations
in Section IV-C. To fulfill the security conditions, we employ
the use of a security module as stated in Section V-A.

The BMS test system uses a battery emulator that emulates
14 cell voltages together with a sensor temperature value
derived from the extended NFC measurement components.
The software presents each measurement with an identifier and
the measured value. These values are considered monitoring
values. The BCC is further capable of deriving diagnostic
values for the active status report. One-time reading from one
battery module is considered a sample. In our testing case, one
such sample has a length of 162 bytes. For security purposes,
padding is added to round up the total size to be 176 bytes,
a multiple value of 16, since the security algorithms used are
of the 128-bit block length.
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Fig. 8. Current consumption over time for the process MCU in CCB during the start-up configuration period for the active battery sensor readout showcasing:
discovery process from the NFC reader, internal config. & secure NTAG validation, batt. module, sensor and NTAG configuration, and NFC readout process.

The evaluation was divided into three phases following the
design given in Fig. 4. Values are shown as mean values
derived from multiple measurements. The initial key insertion
step was measured at a constant 20ms. 1⃝ Data sampling was
measured at 112.98± 0.54ms. Among this, the measurement
step only required 3.5ms, with the remaining 109.5ms being
used for the diagnostic derivations. 2⃝ Data processing was
shown to have little impact and be very fast with a resulting
time of 1.0 ± 0.1ms. 3⃝ Security operations include the
AES-CBC and CMAC calculations for the data confidentiality,
integrity and authenticity security coverage. The execution was
relatively fast, resulting in a total time of 992± 8.75µs.

As it can be concluded from the evaluation, the main
operational overhead comes from the data sampling step. This
shows that the integration of security operations along with
the traditional BMS data sampling results in minimal overhead
change, having an increase of 1.7%, and therefore would not
intervene with the standard BMS time-critical safety opera-
tions. Even if the security data logging procedure would only
be limited to the measurement steps, either due to performance
of infrequent diagnostic checks, it still would result in an
acceptable overhead range, adding additional ≈ 1.5ms to the
3.5ms of measurements sampling. The main challenges would
come from determining how often the security logging should
take place, and defining what would be the necessary memory
capacity for the long-term administration. The measurements
were also done over a longer operation run, but no significant
changes between the measurements have been detected. The
results follow a linear time increase. Total times for 1, 5 and
100 sample runs are shown in Table III.

E. Energy Consumption
We measured the energy consumption of our BMS imple-

mentation to investigate how much additional energy would
be required with the added CCB components, energy overhead
for the added sensors and the NTAG, and the overall energy
consumption for the BMS controller when considering the
added security operations. For conducting the measurements,
we used a Nordic Semiconductor Power Profiler Kit.

The CCB was evaluated on two added elements: on the
extended process MCU, and the active NFC reader. Fig. 8
shows the current consumption for the CCB’s MCU, which
is responsible for the control of the NFC reader. The same
operational segments were also considered in parallel when
measuring the consumption from the CCB’s NFC reader board.

Fig. 9. Power consumption over the CCB’s MCU and NFC reader.

From Fig. 8, we can observe four operational segments:
1) NFC Discovery: mainly considers the discovery loop for

the battery module’s passive NTAG component; shows
the highest peak in current consumption, but the average
remains consistent with other operations.

2) Preparation & Validation: board configuration and start-
up steps; also includes the signature authentication step
(Section IV-A). Shows a constant and stable consump-
tion over most of its period.

3) Module(s) Configuration: configuration command ex-
change for NFC and sensor devices on the battery
module. More oscillating consumption due to a more
intensive NFC reader interaction.

4) Readout & Processing: one iteration of the battery
sensor readout and data handling. The drop in current
consumption indicates inactivity on the MCU part after
the operation ends, wherein the beginning a higher con-
sumption can be observed from the NFC data exchange.

Fig. 9 shows the graphical comparison for average power
consumption between the CCB’s MCU and NFC reader after
five different measurement runs. The operational voltage for
both components was set at 5V . Overall, the added devices
resulted in an increase of up to 1W of power consumption,
without optimization considerations. This means that for the
repeatable monitoring phase (described in Section V-B), with-
out any other additional computational overhead, the energy
consumption amounts to 25.82mJ .

The power consumption shown considers the consumption
of the whole NFC reader board during the active period.
This means that it accounts for all regulators, communication
interfaces, the NFC chip controller, and most importantly, the
active RF transceiver. Since for most of the operational run,
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the communication interaction between the active and passive
NFC devices were taking place, the RF field remained also
mainly active. In a general environment, NFC readers are
indented to offer a polling feature, i.e., periodical wake-up
from the stand-by state for the purpose of detecting present
passive NFC devices. This feature greatly reduces the average
current consumption over time. However, in the presented
design, the communication remains active for most of the time
during the monitoring phase since the positioning condition of
the devices would not change and, depending on the sampling
rate, the next measurement might occur soon after the last one
finished. Optimisation and adjustment of the standby mode
and RF activation is largely dependent on the targeted system
implementation goals and is left open for the developers.

Battery pack sensor consumption was negligible compared
to other energy consumption of the system, with current
consumption of 40nA for the standby state, and peeking for
a short time of up to 22uA during initialization and active
period. The NTAG relies on the energy harvesting feature for
the operation and control of the sensors (see Section III-B).
In our test case, this results in additional current consumption
draw of the NFC reader, with an average rise of 5mA, when
in the range of the NTAG.

We analyzed the BMS controller on the total power and
energy consumption for one full diagnostic sampling cycle.
The average drawn power resulted in 122.16mW , with an
average energy consumption of 13.80mJ , after ten different
system runs. Additionally, the security operations, and its
preceding data processing, resulted only in a slight increase of
energy consumption with 0.28mJ for one sampling cycle, i.e.,
2.66mJ for one-time key-insertion operation. We can observe
that the added security operations result only in a minimal
increase of up to 2% of energy consumption per sample run.

F. Battery Sensor Throughput Analysis

The throughput of battery module sensor data largely de-
pends on several factors. Primarily, it is dependent on: (i)
the number of the total sensors used per module, (ii) the
number of total battery modules used per CCB, the number of
CCBs used per the main central BMS controller, and in this
case of using the NFC components, (iv) the total number of
communicating NFC components (active and passive) and the
number of sensors per passive components (communication
chains). As indicated in Section V-A, for the experimental
setup a battery emulator was used that offers the reading of
fourteen battery cells and one temperature sensor. As such,
under our setup, we represent a system that has: one sensor per
battery module, one passive NTAG device per battery module,
connected directly with the battery sensor, and a CCB with
one active NFC reader per assigned battery module. More
points on the realization and potential future work based on the
aforementioned throughput factors are discussed in Section VI.

The readout of the NTAG is done through the provided
SRAM. The SRAM in our test environment offers 256 bytes
of data transfer, with data being divided into blocks of 4 bytes.
In our setup, reading the whole SRAM would take 82.28ms.
However, in a real setting, this readout would probably require

TABLE IV
EXPECTED SAMPLING THROUGHPUT PER ONE CCB AND BATT. MODULE

Iterations 100 1,000 10,000
Time &

Data Size
2.96 s
0.76 kB

29.24 s
7.54 kB

297.45 s
76.68 kB

much less data. As indicated, each sensor would need 1-2
blocks containing 4 bytes each to process and send its derived
data. The amount of sensors is also usually limited per pack,
and it is very unlikely, that with current battery modules the
data requirements would exceed one SRAM read request.

Each measurement requires three actions to take place:
1) CCB (NFC Read.) → (NTAG) Batt. module; write

command to enable and start the sensor measurement.
2) CCB (NFC Read.) → (NTAG) Batt. module; read com-

mand to read out from the specific block of the SRAM
of the saved sensor values.

3) CCB (NFC Read.) ← (NTAG) Batt. module; transmit-
ting the sensor values from the NTAG’s SRAM.

The request and response frames contain additional data in
the form of flags, IDs, commands, address, and the Cycle-
Redundancy-Check (CRC) appendices. Thus, the first two
write and read SRAM commands take additional 15 bytes
of the header, which can be reduced to 7 bytes if the ID
component is removed (if the communication is 1-to-1, it is not
necessary). The response SRAM read frame only has 3 header
bytes (flags and CRC). The remaining payload depends on the
sensor data, which in our case is two blocks, i.e., 8 bytes. Out
of those, the measured value is contained in 2 bytes.

Based on the experiments from the implementation setup,
the CCB was able to conduct 33 measurements per second,
i.e, for reading 8 bytes, 264 bytes/s of the pure measurement
data. As noted, each measurement is a three-stage process
with always the same repeating overhead. The time required
for processing the received data by the CCB is negligible
compared to the transfer time. This accounted for 1 − 2ms
between each read request used for handling the processing
of the received sensor data, but measurements otherwise
correspond to running a single sensor measurement during
the “Monitoring phase” as indicated in Section V-B. The total
amount of time and handled sensor payload data when running
repeatable measurements for a different number of iterations
is shown in Table IV. As expected, linear growth of time
compared to the number of repeated iterations is observed.

Compared to the measurements conducted for the over-
all BMS process after applying security operations in Sec-
tion V-D, it can be concluded that the amount of data processed
would suffice for the current setup, even when using multiple
sensors per battery module. Furthermore, for a modulated
topology that is presented here, the measurements and sam-
pling would be conducted in parallel, and are independent of
the number of used CCB, being only limited by the processing
power of the assigned BMS controller. However, for BMS that
have requirements for a faster sampling rate, in this case, that
being < 30ms, additional optimization aspects would need to
be considered.
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VI. DISCUSSION AND FUTURE WORK

As we see from Section V-B, the initialization phase is
very time-demanding. The primary reason for this is the
long execution time for the signature validation, which took
around 69% of the total initialization phase time in case all
four initialization phase steps would be executed sequentially.
Based on our evaluation tests and findings, we note the
following important points that can be handled during the im-
plementation of the proposed design to alleviate the time and
help in phase delivery: (a) signature validation hardware and
software need to be optimized for the target system to reduce
the overall initial execution time, (b) process parallelization for
steps reduction in the execution, (c) configuration and status
caching for the targeted devices.

The proposed system design solution can also be used on
different BMS settings regardless of the use case, which should
fit the needs of automobile and industrial environments. In
this context, the applicability of the presented solution is not
only limited to conventional temperature sensors but also other
sensors as part of a battery module. The battery cell’s sensor
placement and the target of measurement play an important
role and could benefit from using the means of NFC transfer.
The closer the sensor is to the core of the battery, the more
accurate and time-punctual results are going to be. To this end,
it would be possible to utilize NFC to transfer the data from
the inside to the outside of the battery from these sensors.
These measurements would add an additional layer to the
safety precautions of the BMS, and hence, would influence the
increased safety of the overall system. Separate research would
need to be conducted which would investigate the optimal
placement and usability of using the NFC communication for
the data transfer in regards to the actual sensor placement in
a battery module.

Next to the handling of the sensor, antenna positioning
should be further investigated as well [16]. For the current
setup, a parallel placement is used with no physical consider-
ations. Future work should also include research on the limits
of the NFC range when considering the obstructing environ-
ment of the enclosed BMS modules. Additionally, an analysis
should be made on the possible range and performance when
not considering the energy harvesting feature. As mentioned
in this work under Section III-B, the proposed design uses
the energy harvesting feature of the NFC technology to allow
for less reliance on the wired connections with the batteries.
However, by disabling this feature and basing the use-case
on using the source of power from the underline batteries,
the range can be greatly exceeded, but at a higher cost, as
additional wiring would also need to be provided.

Concerning the system design, another important point to
consider for future work is the analysis of the number of
used NFC elements. The current design proposes the use
of one active NFC device per CCB and one passive device
for the battery module. Considerations should be made on
the adequate distribution of active and passive NFC devices.
This is especially important for the passive NFC devices, i.e.,
the NTAGs, since an adequate hardware solution should be
provided that considers the potential of multiple sensors placed

in one battery module, or multiple NTAGs being handled
by one active NFC component. Optimisations in the system
design could lead to a reduction in the overall production cost.

In this section, we have primarily discussed the hardware
aspects of future work and improvement, but an investigation
should also be made into the optimization methods for the
purpose of improving the time execution and reliability of
the connection during the NFC sensor readout process. This
can be realized on different software layers, targeting both
the lower driver control and application stack. Among others,
this investigation may include the consideration of different
communication protocol extensions, but also the improved
security realization. For future work, we also plan to further
extend the investigation of the data security control within the
BMS environment. Security attention should be given to the
extension of the authentication algorithm, but also in adding
an extra security layer for communication with the external
components and services. Additional threat aspects need to be
considered when the attack surface is extended [33], [38].

VII. CONCLUSION

In this work, we have presented the idea of using NFC as a
wireless communication interface for battery sensor readouts
in BMS. A system design has been proposed that considers
the construction of a modulated BMS with NFC components
with special regard to the data exchange protocol and NFC
requirements. To alleviate the risk of the counterfeited battery
cells and prevent safety and security threats that can arise
from them, an authentication model has been proposed and
evaluated. A further study has been conducted that investi-
gates the security handling and control of the derived sensor
and diagnostic data once they are logged on a cell control
board. Experimental results using real components show the
feasibility of our approach, but also design challenges that
open the possibilities of various further research in this field.

ACKNOWLEDGMENTS

We would like to express our sincere thanks to the BMS
team from the NXP Semiconductors Austria GmbH Co &
KG for the support and cooperation during the design and
evaluation phases of this work, as well as for providing the
necessary equipment for conducting our experimental tests.

This project has received funding from the “EFREtop:
Securely Applied Machine Learning - Battery Management
Systems” (Acronym “SEAMAL BMS”, FFG Nr. 880564).

REFERENCES

[1] X. Hu, F. Feng, K. Liu, L. Zhang, J. Xie, and B. Liu, “State estimation
for advanced battery management: Key challenges and future trends,”
Renewable and Sustainable Energy Reviews, vol. 114, 2019.

[2] R. Xiong, J. Cao, Q. Yu, H. He, and F. Sun, “Critical Review on the
Battery State of Charge Estimation Methods for Electric Vehicles,” IEEE
Access, vol. 6, pp. 1832–1843, 2018.

[3] H. Rahimi-Eichi, U. Ojha, F. Baronti, and M.-Y. Chow, “Battery Man-
agement System: An Overview of Its Application in the Smart Grid and
Electric Vehicles,” IEEE Industrial Electronics Magazine, vol. 7, 2013.

[4] D. Andrea, Battery Management Systems for Large Lithium-ion Battery
Packs. EBL-Schweitzer, Artech House, 2010.

[5] P. Sun, R. Bisschop, H. Niu, and X. Huang, “A Review of Battery Fires
in Electric Vehicles,” Fire Technology, pp. 1–50, 01 2020.

A.3 [C] Secure and Trustworthy NFC-Based Sensor Readout for Battery Packs in Battery Management

Systems

– 141 –



12
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Abstract—In modern systems that rely on the use of Battery
Management Systems (BMS), longevity and the re-use of battery
packs have always been important topics of discussion. These
battery packs would be stored inside warehouses where they
would need to be properly monitored and configured before
their re-integration into the new systems. Traditional use of
wired connections can be very cumbersome, and sometimes even
impossible, due to the outer layers and packaging. To circumvent
these issues, we propose an extension to the conventional BMS
design that incorporates the use of Near Field Communication
(NFC) for the purpose of wireless battery pack status readout.
Additionally, to ensure that these packs are only managed by
authenticated devices and that the data that is communicated
with is protected against outside eavesdropping and tampering,
we present a solution in the form of a lightweight security layer
on top of the NFC protocol. To show the feasibility of our design,
an accompanying prototype has been implemented and evaluated.

Index Terms—Battery Management System; Security; Cyber-
physical; Authentication; Near field Communication; Mobile.

I. INTRODUCTION

With the rise of general awareness for green sustainabil-
ity and environmental protection, Electric Vehicles (EV) are
becoming ever more prevalent. The most valued components
that they contain are the battery packs. These packs lose their
power over time, with many manufacturers suggesting that the
battery cell packs should be replaced when the battery capacity
drops to around 70% - 80% of their maximum capacity [1].
While it varies, these values are expected to be reached after
just ten years of active usage. To reduce the load on the living
environment, reusable battery packs are almost certainly going
to become important in the upcoming market, as they can be
recycled for other purposes, such as for energy harvesting, or
for systems with moderated safety requirements [2].

A battery pack usually contains a set of battery cells
and sensors connected to a Battery Cell Controller (BCC).
The safety control and charging handling of battery packs
are further managed through Battery Management Systems
(BMS) [3]. These are specialized devices that handle the main
data processing and system control from one or several battery
packs, connected in a central, modular or distributed topology
[4]. BMS components are traditionally coupled in an enclosed
environment, and hence, work as a closed system. Therefore,
when a battery pack is withdrawn to a storehouse, an external

communication interface would need to be provided for the
purpose of obtaining diagnostic information. The usability of
this external readout is generally seen under two potential use-
cases: (i) warehouse stored battery cells with their respective
BCC, and (ii) active usage in systems (e.g. EVs) for faults
and communication breakouts analysis. In both cases, it is
of importance that the abnormal behaviour of battery cells
is detected early by the BMS. Changes in temperature and
storage conditions can affect the life of a battery cell [5], [6].
Outside of the battery status readout, external communication
can also be used for firmware and configuration updates [7].

Extending the functionality also extends the portfolio of
potential malicious attacks. A capable attacker could fake a
single temperature value to initiate a fake thermal runaway in
the BMS. Further manipulations could even allow the attackers
to completely mask the real damage that is done to the battery
pack or leave an exploit that could be used to hide a fake
malicious battery pack by replicating the behaviour of a real
one. It is therefore important that the communicating devices
are mutually authenticated and their data adequately protected.

The readout of battery packs can be achieved by using a
conventional wired interface, e.g., Controller Area Network
(CAN), or other serial interfaces. However, these come with
several limitations as the device handling would need to be
done on an individual basis. Wireless technologies allow for
more efficient handling of a larger number of battery packs.
It also circumvents the limitations of packaged battery packs
and allows for an external readout, with its integration into
an automated environment also allowing for faster processing
by employing contact-less readers and assembly lines. But
even with these advantages, choosing an appropriate wireless
technology under the presented conditions is difficult, as we
see several requirements that need to be fulfilled:

• Widespread availability: the protocol needs to be sup-
ported across multiple devices and be simple to integrate.

• “Wake-up” functionality: to reduce the reliance on the
use of the battery cells and additional connection points,
it is desirable that the control units function independently
and are powered-up from an external interface.

• Security considerations: the system needs to be secure
against common threats and to support an integration of
the extended security communication.
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To fulfil the mentioned criteria, we have decided to use
Near Field Communication (NFC) as the proposed wireless
technology. NFC allows for easy integration into the existing
BMS architectures, offers a wide range of supported NFC
readers (incl. mobile phones), and has a fast readout process.
To reduce the reliance on the battery cells, NFC also offers the
energy harvesting feature, being able to power up an NFC-tag
device from an outside NFC reader. While the NFC protocol
itself does not offer a full security suite, it does offer some
security features that are of an advantage when compared to
other wireless technologies [8]. Furthermore, the communica-
tion usually has smaller latency and less interference when
compared to other wireless technologies used with BMS [9].
We extend on the notion of the protocol security designs, by
proposing a low-overhead security solution that can be used
under the specified industrial application settings.
Contributions. Summarized, the main contributions of this
paper include: (i) a design proposal for establishing external
NFC readout between a configuration reader and a BMS and
its battery packs, (ii) a lightweight security solution built
on top of the NFC layer that is able to provide mutual
authentication and secure session establishment, (iii) testing
and evaluation of the presented methods on a real hardware
test-suite. To the authors’ best knowledge, this is the first
publication that describes an NFC-design proposal with an
integrated security protocol for a BMS status readout.

II. BACKGROUND AND RELATED WORK

A. Wireless Battery Management System (BMS)

Recently, wireless BMS have become a topic of discussion
since replacing wired with wireless interfaces would help in
reducing production cost and complexity. Many of the recent
works look for solutions using the 2.4 GHz frequency band
technologies such as Bluetooth [10], [11], ZigBee [12], and
WiFi [13]. However, most of these publications primarily
focus on the inter-communication between modular BMS
components, and only partially on the requirements derived
for external access, which we investigate in this work.

Combining NFC applications with BMS is a relatively novel
topic, as not much work has yet been done by the research
community as mentioned in a current survey study of wireless
BMS [14]. A recent paper published by Basic et al. [15]
proposes a solution for wireless sensor readouts from battery
cells to BCCs by using NFC technology, and also presents
an anti-counterfeiting authentication measure, but only for
closed active systems. In this work, we further try to bridge
the gap of some of the open questions in respect to design
requirements between NFC and BMS by also extending the
security application for external communication interactions.

B. Near Field Communication (NFC) Security

NFC is a high-frequency Radio Frequency Identification
(RFID) wireless technology operating in the 13.56MHz fre-
quency band with a range up to 10 cm. NFC-based tags and
smart cards are typically compliant with ISO/IEC 14443 or
ISO/IEC 15693. The passive tags are capable to be powered by

the active readers for the duration of the data exchange. NDEF
record is a widely accepted approach for data encapsulation in
NFC, as it provides a relatively low message overhead. NFC
relies on different security approaches to provide additional
protection for data handling. A common approach would be to
use Signature Record Type Definition (RTD). The original 1.0
version was proven to be vulnerable to attacks [16], [17], with
the 2.0 version being the one that is often deployed instead.
It uses signatures through certificate chaining to provide data
authenticity and integrity. However, it does not provide data
confidentiality. Additionally, the employed schema relies on
asymmetric cryptography, which can prove to be demanding
on constrained devices, requiring a dedicated infrastructure.

Extended solutions, like the QSNFC proposed by Ulz et
al. [18], provide a full security suite. QSNFC uses Diffie-
Hellman key exchange and certificates for device authenti-
cation. However, this approach would not be suitable for the
presented BMS use-case, as only the QSNFC’s server authen-
ticity is checked, but not the client’s, leaving the possibility
for configuration updates from unauthorized readers towards
the BMS MCU. It also relies on 128-bit public keys, which is
less than the current NIST recommendation for legacy applica-
tions. Regarding other certificate-based approaches, Urien and
Piramuthu [19] propose a TLS schema adaptation for NFC. It,
however, would be very resource-demanding for the current
BMS applications and therefore not applicable.

III. DESIGN OF A NOVEL SECURE BMS NFC READOUT

For the configuration and status readout of BMS, a system
architecture is proposed containing the following components:

1) Processing unit: e.g. an MCU for process handling, at-
tached either through BCC or the main BMS controller.

2) NFC-Tag (NTAG): for communication and data transfer.
3) Secure Module (SM): provides security functionality.
4) Mobile reader: a mobile device or a different NFC

reader-equipped device that is also capable of the nec-
essary processing and security operations.

The mobile reader needs to be appropriately configured
to be able to communicate with the dedicated NTAGs and
BMS hardware. For the context of this work, an assumption
is made which entails that the devices have been correctly
pre-configured and embedded with the correct security mate-
rial. NTAG, which is used to transmit information between
the BMS processing unit and the external mobile reader, is
primarily used as a bridge device to pass and handle the data.
This is done with the intention that the security functions and
the secure data would be stored inside a trusted environment,
which in this case would be an SM that resides on the battery
pack together with the MCU. The NTAG can also be boosted
with additional device authorization mechanisms [15].

As mentioned in Section I, we have focused on deriving a
design solution for two specific use-case scenarios:

• Active scenario: active usage within a BMS system;
capable of extracting current operational diagnostic data.

• On-Rest scenario: for stored and inactive battery packs;
capable of extracting lifetime and present status data.
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Fig. 1. Proposed system architecture: The Active scenario is shown on the left
hand side with the communication going through the main BMS controller;
On the right hand side the On-Rest scenario is shown for a passive readout.

The communication design in both cases does not change,
as the security protocol stays the same. The main difference
comes from the use of the NTAG component related to energy
harvesting and the wake-up procedure. Namely, the wake-up
procedure needs to be initiated for a stored battery pack to
conserve the used energy. Here, the NTAG plays a part of
the event trigger and energy supplier for the initial wake up
of the connected MCU. Based on the power draw, the MCU
can either be powered directly from the NTAG, or it needs to
power itself up by re-diverting the energy from the connected
battery cells. As mentioned, in both cases, the actual event
action does not change, and it results in a read-out of the pre-
defined information. The system architecture and its applicable
use-cases are shown in Fig. 1. The line indicates separation
since for the on-rest warehouse scenario, battery packs are
usually detached from their main BMS controllers. For the
rest of this work, we will refer to the processing unit as the
BMS for both use-cases.

A. Security Threats and Prerequisites

The communication design needs to adhere to security
requirements drawn from research concerning common threats
in BMS [20], and otherwise similar industrial systems [21],
as well as Confidentiality, Integrity, and Availability (CIA)
principles from a general security design. Specifically, the
design needs to be able to also protect transferable sensitive
BMS data from being spied on or tampered with. Other attacks
can include a variety of replay or Man-in-the-Middle (MitM)
attacks, denial of service, and malicious actions against the
hardware and software integrity of a BMS device [22]–[24].
NFC provides a low range communication, that limits the
range from where attacks can be conducted. However, there
still exist a variety of possible remote attacks that could take
the advantage of an unprotected channel [21], [25]. These can
range from sniffing attacks that can compromise the confi-
dentiality of transferred data using eavesdropping equipment
with a range of up to 10m as demonstrated by Haselsteiner and
Breitfuß [8], up to attacks that directly target the authentication
identity [26]. With these threats in mind, authentication will
also need to be provided via a mutual authentication procedure
that takes place before the data exchange starts.

Fig. 2. SNDEF record structure.

An additional aim of the security design is to keep the
overall structure lightweight, both in its implementation com-
plexity, processing time, and extra data size. To achieve
these properties, we opted to use a symmetric cryptography
architecture approach. Security needs to be guaranteed based
on Kerckhoffs’s principle, i.e., the master key material needs
to be unique and securely stored on the devices.

B. Secure Near Field Communication Structure
To enable the secure message exchange, a message structure

has been proposed in the form of an NDEF record named
Secure-NDEF (SNDEF). These records are intended to be
short NDEF records, build as an extension to the proposed
records from Ulz et al. [7], but adapted to be more flexible
in use among different cipher protocols, such as the Authen-
ticated Encryption with Associated Data (AEAD) schemes or
the traditional AES+MAC protocols. The record structure can
be seen in Fig. 2. It consists of: (i) a cipher specification (e.g.,
AES-CBC+CMAC, AES-GCM, AES-CCM), (ii) an Initializa-
tion Vector (IV), (iii) a secret payload, which is the encrypted
data, and (iv) a tag, a piece of additional information for
integrity check, e.g., a Message Authentication Code (MAC).

The computations are done in the Encrypt-then-MAC ap-
proach, meaning that the data is first encrypted and then the
tag is calculated on the data, i.e., including the secret payload
and the IV. The secret payload contains a 4-bytes message
ID, which for application purposes can also be adapted to
be a, e.g., sensor ID. Message type holds the purpose of
the action, such as READ STATUS or UPDATE CONFIG.
The structure uses the message counter field to keep track of
a larger chain of messages. It needs to be unique for each
message in a communication session (for each key) as a guard
against replay attacks from rogue messages. The current design
allows up message length of up to 182 bytes, being sufficient
for the application’s needs, with possible extensions.

C. Security Measures
Based on the security and system analysis from Sec-

tion III-A, a security architecture is presented consisting of the
following security protocols and operations, as seen in Fig. 3.
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Fig. 3. Diagram showcasing sequence steps between the participating devices.

Mutual authentication. Before the communication starts,
both the mobile reader and the BMS module need to authenti-
cate each other, i.e., mutually prove that they come from valid
sources. The architecture uses a symmetric challenge/response
mechanism with pre-embedded keys. The protocol starts with
the mobile reader sending a 128-bit randomly generated chal-
lenge, to which the BMS replies with its 128-bit challenge and
encryption of the reader’s challenge. The reader verifies the
received data and responds with the decrypted tag challenge.
The BMS verifies the reader’s response.

Keys derivation. After the authentication, a secure chan-
nel is established. First, session keys need to be generated
and derived using a Key Derivation Function (KDF) with
Kd = KDF (KM || dev add data || seed || padding), where
KM is the stored master key, dev add data is optional and
can be production data, the seed is made from concatenating
the nonces from the authentication step, with padding being
used for rounding up. In the case of an AEAD schema, only
one key is necessary. Otherwise, a MAC key different from the
encryption key is also derived from Kd = (KEnc ||KMAC).
An important detail to the design is to provide enough entropy
between the authentication and key derivation procedure as
not to allow the attackers to exploit it through a replay
attack. Since the authentication uses a symmetric encryption
operation, the KDF function should not have blocks in its
derivation that use the same keys and procedures. An exam-
ple would be the Cipher-MAC (CMAC) which if used for
the KDF, would also use the encryption operation possibly
based on the same original key. To circumvent this, it is
advisable to do either one of the following: (i) adding a
guard against specialized particular nonces, i.e., not allowing
re-usable challenge nonces, all zeros, etc., and using double
encryption operations during the authentication step to hide the
single encryption values, or (ii) to use a KDF with completely
separate operations from the authentication step such as Hash-
MAC (HMAC).

Communication session. The mobile reader and the BMS
module communicate over the NFC using the SNDEF struc-
ture. The security is provided through the use of encryption,
data integrity and authentication checks. The underlying pro-

Fig. 4. Prototype showcasing the secure NFC BMS readout.

tocols are either AES+MAC or the AEAD algorithms based
on the system’s availability. The Encrypt-then-MAC method
is used for the best security mode protection. The design also
uses native security mechanisms found within NFC devices.
This includes the limitations of the Write command to the
BMS device in case only the Read process has been called.

IV. EVALUATION

A. Prototype Implementation

To evaluate the proposed architecture and test its feasi-
bility in an applicable scenario, an adequate prototype was
implemented. It consists of a mobile phone with an integrated
NFC functionality that fulfils the role of a mobile reader.
For this purpose, a Motorola Moto X running Android 6.0
was used. The BMS setup consists of NXP Semiconductor
components that mimic real-world usage. An S32K144 MCU
was used as the main BMS controller. It communicates with
a battery pack consisting of MC33771C as the BCC and a
battery cell emulator module. An NTAG Type 5 was used for
the NFC interface of the BMS as an NFC-enhanced module
communicating via an I2C connection.

The security capabilities are provided through the native
Android SDK for the mobile phone, while the BMS MCU
relies on an integrated Cryptographic Services Engine com-
pressed (CSEc) [27] which implements the Secure Hardware
Extension (SHE) specification [28]. It provides basic security
functions such as the Random Number Generator (RNG),
secure keys storage, and AES-CBC+CMAC cipher suite, while
the testing of the AE functions was done using the BearSSL
security library [29]. The main prototype components can be
seen in Fig 4. Appropriate software extensions were imple-
mented into the BMS monitoring and diagnostic firmware
to handle the added protocol extensions while still allowing
for the normal workflow of the basis system. Furthermore, a
graphical application was developed for the mobile phone to
test the usability of the main functions. Some of its application
outputs can be seen in Fig 5, displaying the results after a
failed and a successful authentication procedure. This setup
was used for the further security and performance analysis.
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Fig. 5. Developed prototype mobile application used for the evaluation.

Fig. 6. GSN visual model representation of the Threat analysis.

The conducted evaluation is applicable to both scenarios
discussed in Section III since the used security protocols
remain the same.

B. Security Threat Analysis

A comprehensive security investigation has been conducted
to evaluate the applicability of the proposed design [30]. The
analysis has been summarized through the specification of
Assets (A), Threats (T), Countermeasures (C), and Residual
Risks (R), that are derived based on the specifics of our design
and investigated BMS threat concerns [20], [22]–[24]. An
illustrative representation of the threat analysis was done using
Goal Structuring Notation (GSN) modelling shown in Fig. 6.

The system assets that need to be protected are:

• [A1] BMS status data: functional data, i.e., diagnostic or
sensor measured data.

• [A2] System configuration material: considers general
configuration data, firmware, and security material.

Each potential threat is listed followed with a short descrip-
tion of countermeasures, or possible residual risks, i.e., in case
the threat cannot be mitigated, along with their target assets.

• [T1] Eavesdropping on the RF channel.
→ (A1). (C1) Securing the RF channel via the proposed
design using encrypted session channel with MAC check.

• [T2] Channel data tampering and malicious configs.
→ (A1). (C2) Authenticating the involved parties, but
also employing (C1) with MAC validation.

Fig. 7. Crypto-algorithm operations on 192-bytes of secret data.

• [T3] Faulty crypto. software implementation and bugs.
→ (A2). (C2) Entity authentication, and (C3) limiting
write access to only allowed memory space.

• [T4] Replay attacks through MitM manipulation.
→ (A1, A2). (C4) SNDEF counter message field in
combination with the unique key for each session.

• [T5] Security material, (master, session) keys exposure.
→ (A2). (C5) Security module storage properties, (C6)
key management which involves KDF & key exchange.

• [T6] Denial of Service (DoS).
→ (A1, A2). Certain attacks partially mitigated via the
(C7) NFC properties, with (R1) no general counteract.

• [T7] Side-channel attacks concerning extra ports.
→ (A2). (R2) No direct countermeasures;

C. Performance Analysis

The first point of focus was set on comparing the perfor-
mance of different AES-based encryption algorithms usable
under the proposed environment. We focused on comparing
the traditional AES-CBC scheme alongside AES-GCM, AES-
EAX, and AES-CCM of the AEAD package. The evaluation
was done on a 192-bytes application payload also including
the CMAC, i.e., tag calculations. The result of the analysis
can be seen in Fig. 7. Additionally to the software implemen-
tation of the AES-CBC, we have also compared the hardware
implementation using the CSEc SM. As it can be concluded,
the AES-CBC hardware execution results in the fastest time,
followed by the AES-GCM for the AEAD solutions. AES-
GCM generally also has a better implementation support
compared to other AEAD algorithms. Therefore, for the rest
of the analysis, we will focus only on these two algorithms.

The performance analysis of the implemented prototype is
set in a loop running enclosed process cycles. Each cycle
consists out of the period for the device authentication between
the BMS and the mobile phone, followed with session key
derivation, encryption and exchange of 192 bytes of test data,
and waiting for the readout from the mobile phone. Time
measurements are derived as averages for each important cycle
step after multiple runs. Measurements were split between the
authentication and the secure transmission phase, shown in
Fig. 8 respectively, with the transmission step considering the
AES-CBC+CMAC functions. Each step shown considers the
time of the respective data and security handling functions, as
well as the NFC reading and writing operations which were
the main contributors to the total execution time.
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TABLE I
MEASURED TOTAL EXECUTION TIMES FOR RESPECTIVE PROCESS PHASES

Authentication Secure Transmission
AES-CBC+CMAC

Secure Transmission
AES-GCM

78.61ms± 1.53ms 114.34ms± 1.98ms 145.64ms± 2.09ms

Fig. 8. Timeline diagram illustrating sequence steps and presenting time
measurements for: (A) Authentication phase, (B) Secure Transmission phase.

It has been observed that repeatedly throughout the commu-
nication loop, each cycle takes roughly a constant amount of
time. The time variations relied mainly on the used underlying
security protocols, as well as the reliability of the NFC
connection, which greatly depends on the positioning of the
NFC components, i.e., the position of the NFC reader’s relative
to the NTAG. The total execution times are shown in Table I.
The resulting performance time is deemed sufficient for the
intended use-case.

V. CONCLUSION AND FUTURE WORK

In the course of this paper, a novel system design approach
was presented for a secure interaction and data exchange
between a BMS and a mobile control reader. The proposed
design is based on a wireless communication concept utilizing
NFC technology. It is intended to be suitable for different
active and passive BMS use-cases, regardless of whether the
data acquisition is handled through an actual BMS controller
or a modulated battery pack. An NFC security record SNDEF
was presented along with lightweight symmetric cryptogra-
phy measures. These security enchantments provide entity
authentication and a secure channel for data confidentiality
and integrity protection during the mobile readout process.
The SNDEF accounts both for the traditional, as well as
AEAD cryptography schemes. A demonstrative prototype was
implemented for the purpose of functional verification, and
security and performance evaluation. For future work, we
consider an alternative design with asymmetric cryptography
schemes for devices that support them. These could benefit in
an expanded security architecture by offering forward secrecy
and potential remote cloud support.
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Abstract—With the advent of clean energy awareness and
systems that rely on extensive battery usage, the community has
seen an increased interest in the development of more complex
and secure Battery Management Systems (BMS). In particular,
the inclusion of BMS in modern complex systems like electric
vehicles and power grids has presented a new set of security-
related challenges. A concern is shown when BMS are intended
to extend their communication with external system networks, as
their interaction can leave many backdoors open that potential
attackers could exploit. Hence, it is highly desirable to find a
general design that can be used for BMS and its system inclusion.
In this work, a security architecture solution is proposed intended
for the communication between BMS and other system devices.
The aim of the proposed architecture is to be easily applicable in
different industrial settings and systems, while at the same time
keeping the design lightweight in nature.

Index Terms—Battery Management System; Security; Keys;
Implicit Certificates; ECQV; Authentication; Networks.

I. INTRODUCTION

Many systems today rely on large sets of battery cells as
power sources. These battery cells are usually packed together
in serial or parallel connections. As the number of these battery
cells increases, so does the need for systems that are able
to control and automatically respond to different conditions
and situations [1]. This control is handled through Battery
Management Systems (BMS). Today, their usage is rapidly
expanding as they are found as part of many different smaller
and larger systems. With the increase of the importance of
clean energy, BMS are slowly becoming a topic in a broad
variety of fields. Prominent use-cases include hybrid and elec-
tric vehicles, and smart power grids, where BMS integration
is of critical importance for a safe and efficient energy control
[2]–[4]. BMS helps in preventing incidents like the thermal
runaway that occurs during the expeditious increase of the
battery cell temperature, which would otherwise be difficult
to detect [5].

Each BMS usually consists of a main BMS controller,
individual Battery Cell Controllers (BCC), and a battery
module which contains battery cells, corresponding sensors
and interfaces. Traditionally, BMS were deployed as relatively
simple sub-systems with limited interaction with the outside
components and services. However, when transitioning to
larger networks and systems, a special attention needs to also

be given in the form of protection against malicious attacks [6].
If a device is compromised that is either part of the BMS or the
general network, it would give the possibility for a malicious
user to mount different attacks. Specifically, an attacker might
try to gain a direct access to the system, manipulate system
data, or even compromise privacy of an user profile [7]–[9].

BMS in industrial environments need to be carefully ad-
ministrated and often require configuration and status updates.
These are often done today through external services, such
as cloud [10] or remote configuration approaches [11], and a
gateway device. However, in internal networks that connect
the BMS to the gateway and other components, security is
often neglected due to its complexity and design demands.
A similar concern has also been addressed in larger smart
power grid systems [12], [13]. Based on our analysis, we
see the following security matters that needs to be addressed:
(i) configuration data manipulation via exposed interfaces,
(ii) industry espionage through Man-in-the-Middle (MitM)
attacks, (iii) physical compromise through unauthorized access
with a counterfeited or malicious devices.

To address the previously mentioned challenges and security
issues, we consider a design which takes into the account the
following conditions: consider the following requirements:

• Portability: the design needs to allow the exchange and
validation of modules between different systems.

• Small footprint: the implemented security blocks need to
be lightweight and not interfere with other operations.

• Accessibility: usable between different vendors.
• Security: secure under the given operational conditions.

We consider the use of the implicit certificates, specifically
the Elliptic Curve Qu-Vanstone (ECQV) schema, for establish-
ing fast and efficient network authentication. The use of im-
plicit certificates for in-vehicle authentication has already been
previously investigated [14]. However, no specific analysis has
yet been conducted related to the use of BMS and its connected
services. In this work, we propose an efficient and lightweight
design approach for establishing authentication and secure
channel communication for BMS and related communication
devices. To the best of our knowledge, no other work that
investigates this security architectural approach in BMS has
been previously proposed.
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Contributions. Summarized, our main contributions contained
in this paper are following: (i) proposing a BMS secure design
architecture for communication with external devices in closed
networks, (ii) presenting an authentication protocol based on
the implicit certificates, and session key derivation, (iii) using
a BMS test device and controllers, we implement the proposed
solution and evaluate the process.

II. BACKGROUND AND RELATED WORK

A. BMS Security Concepts

A BMS usually consists of several distinct units. A main
BMS controller can communicate with one or many BCCs
which in turn can also be connected to one or many battery
cell packs. This results in two main security environments
that need to be addressed: internal component security, and
external service communication. As a relatively new topic
that slowly gains interest, research has been mainly focused
on the theoretical BMS security models based on the general
threat analysis methods [6], [9]. While researchers primarily
concentrate on the general BMS security models, Fuchs et
al. [15] shows a design that uses a Trusted Platform Module
(TPM) for establishing a secure communication between BMS
and Electric Vehicle Charging Controllers (EVCC). On the
other hand, researchers have also been interested in the BMS
cloud environment, proposing design solutions with limited
security design considerations [16], [17]. In this work, we try
to bridge the gap between the end point of the BMS controller
and direct communication devices to present a design that can
be applied for general BMS authentication questions.

B. Authentication Approaches in the Automotive Industry

Since BMS today play a vital role in the vehicles domain,
we have also investigated the State-of-the-Art (SOTA) security
architectures inside the vehicle communication environment.
Hazem et al. [18] present a protocol for incorporating au-
thentication with the traditional CAN communication protocol.
Research conducted by Mundhenk et al. [19] showed an earlier
design proposal that includes both the device authentication
and secure session establishment between Electronic Control
Units (ECUs) in a vehicle. Device authentication is based
on combining both asymmetrical and symmetrical crypto
approaches and relies on a central security module for control.
Similarly, work described in [14] extends on the lightweight
notion and introduces a general design for in-vehicle au-
thentication of ECUs utilizing Physical Unclonable Functions
(PUFs) for the initial device authentication and furthermore
implicit certificates for subsequent authentication and key
derivation. We do not consider using PUFs for several reason.
Mainly, our target features are portability and ease of use of the
already established security architectures found in industrial
systems and vehicles, especially those that can be established
with the verified manufacturers. Furthermore, the PUFs are
still largely experimental and based on the recent studies,
current implementations have shown vulnerabilities to various
threats including machine learning related attacks [20]–[22].

C. Implicit Certificates

In most modern architectures and networks, systems rely
on the use of the explicit certificates usually coupled together
with the TLS/SSL for the purpose of authentication and secure
communication. However, while secure, this approach might
result in a considerable overhead. Research work by Pullen et
al. [14] proposed the use of implicit certificates for establishing
entity authentication after the initial device authentication.
Several other works have also already been conducted han-
dling the implicit certificate implementation, specifically with
IoT-related devices [23], [24]. Other work includes research
conducted in [25], which focuses on the Certificate Trans-
parency (CT) specially aimed to fit the constrained implicit
certificate schematic use-cases. Implicit certificates allow for
a lightweight schema without security compromise.

III. DESIGN OF A NOVEL BMS SECURITY ARCHITECTURE

A. Security Requirements

In an enclosed local network, authentication is an important
step usually carried out before other main operations to
verify devices that are interconnected. A BMS might need
to communicate with additional devices, often to extend the
services offered, such as logging and monitoring purposes [2].
Before this communication can take place, the BMS needs to
be certain that the device it speaks to is valid and authenticated.
Additionally, even if not directly communicated with, every
other device inside the network needs to be already authenticed
to prevent any kind of sniffing or MitM attacks that could
potentially take place [9]. A potential attacker might either
try to attack a BMS for the purpose of reverse engineering
and technology exploitation, or data compromise for ransom,
frauds, or simply vandalism.

B. System Architecture

Our solution is aimed at the modulated BMS topology
that uses a central main controller to handle the control of
battery packs through BCCs [26]. The proposed architecture
can also be used for distributed BMS topologies, as each
main BMS controller is seen as a separate unit. Through our
proposed design the communication to the outside world from
the enclosed BMS is only performed through the main control
device. This ensures that the main threats, and with that the
protection, would be focused on the connection point that the
BMS has with external devices.

The proposed architecture consists of (Fig. 1):
■ BMS sub-system: complete modules that include battery

controllers and battery packs.
■ Secure Edge Device (SED): a device which is used both

for the device authentication and certificate creation, and
represents the Central Authority (CA) for the local net-
work in this case. It needs to securely handle credential
data and fulfill the Common Criteria (CC) conditions.

■ Control Units: ad-hoc devices attached to the system
network, either internally or externally, that want to
authenticate a BMS, and need to be authenticated itself.
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Fig. 1. Block demonstration of the proposed security architecture, suggested modules and connections points for the industry systems that contain one or
several BMS sub-systems and control devices that interact with them. It showcases potential points of placement regarding SED, BMS and the Control units.

We assume that the targeted network is closed, i.e., only the
SED has access to the outside services (e.g., cloud, monitor-
ing devices). Additionally, any other external communication
access (e.g., diagnostic tools) would as well need to be
verified first as a trusted source by the SED before establishing
connection with other devices in the network.

C. Security Model

To establish a secure authentication and communication
procedure between the BMS and the corresponding devices,
a security model was established consisting out of four con-
secutive steps: (1) fabrication; (2) device authentication; (3)
certificate derivation, (4) session communication. Notations
used for figures and algorithms are shown in Table I.

The device authentication is proceeded with the fabrication
step during which devices are pre-embedded with the nec-
essary security material. This phase is performed only once
during the manufacturing stage.

Device authentication step (Fig. 2) uses the Message
Authentication Code (MAC) operation for the purpose of han-
dling the authentication procedure. With this, both the BMS
and the SED are able to authenticate each other. This process is
intended to be run only once when a new device is detected on
the network to avoid performance and timing constraints. The
handling is based on the challenge and response mechanism
with a pre-shared key. Both the SED and the BMS should have
a pre-installed secret identifier that can be configured through
other secure means [11], with the initial one being established
during the fabrication step and used for further key-derivations.
Dynamic nonce handling is added for extra protection which

TABLE I
NOTATIONS ABBREVIATION LIST

Symbol Description

N Field key size
C Random auth. challenge
keyauth Key used for the device auth.
keyenc, keymac Auth. encryption & MAC keys
NSED, NBMS , NSUM Auth. random nonces
IDBMS BMS unique identif. number
R Response auth. message

tBMS , kBMS Random private int. values
PBMS Cert. req. EC point
UBMS , SBMS Keys contribution recon. data
Cert Encoded device certificate

prki, pubi Private & public key of device ‘i’
IDSess Device unique session ID
chgi, respi Auth. challenge & response
ks Symmetric session key

includes nonce generation on both entity sides, and the nonce
summation and encryption validation [14]. The challenge
issued by the SED are concatenated with the random nonces on
the BMS side, which is then encrypted and handled with MAC.
The extra encryption process helps in preventing potential
MitM attacks, particularly replay attacks.
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Fig. 2. Device authentication process.

Certificate derivation (Fig. 3) follows after the device
authentication to complete the configuration process of the
newly recognized device. This step is important since the
certificates can be afterwards used for verification between
the BMS and any other device that is part of the network
based on the asymmetric cryptography principle. Certificate
authentication data is derived and exchanged. To make this
possible, during the device authentication, configuration data
is sent from the SED to BMS, which contains: a session ID,
algorithm identifier (curve, hash), SED’s public key and ID.

The authentication algorithm uses the implicit certificates
with the ECQV as the targeted schema for the purpose
of deriving and exchanging certificates [27]. Based on the
proposed ECQV documentation and the ANS.1 format, we
decided to use the Minimal Encoding Scheme (MES) without
additional extensions for our certificates. The main reason is
the smaller certificate sizes, and therefore faster processing
than the traditional X.509 format.

The BMS initiates the request for the certificate valida-
tion by calculating its necessary construction data, deriving
a random nonce, and calculating the MAC value with the
previously updated authentication key based on the pre-shared
key. Session ID is used to confirm the request. A new session
ID is derived on each new device authentication step and is
unique for each system device. After verifying the request, the
SED will derive the necessary certificate and key construction
using Algorithm 1. Afterwards, a response will be generated
and sent back to the BMS where it will first verify the
authenticity of the messages based on its MAC and nonce
and then proceed with calculating its private and public keys.
This key derivation procedure is described by Algorithm 2.

Session communication phase (Fig. 4), is lastly used during
a defined session when two devices other than the SED want to
mutually authenticate and derive session keys, e.g., the BMS

Algorithm 1: SED implicit certificate formulation.
Input: IDSess, PBMS
Output: SBMS , Cert

1 Generate kBMS ∈R [1, ..., n− 1]
2 UBMS ← PBMS + kBMS ∗G
3 Cert← Encode(IDSess, UBMS)
4 SBMS ← (Hash(Cert) ∗ kBMS + prkSED ∗G) mod n
5 return SBMS , Cert

Algorithm 2: BMS implicit certificate keys derivation.
Input: SBMS , Cert
Output: prkBMS , pubBMS , status

1 prkBMS ← (Hash(Cert) ∗ kBMS + SBMS) mod n
2 pubBMS ← Hash(Cert) ∗Decode(Cert) + pubSED
3 if pubBMS == prkBMS ∗G then
4 return prkBMS , pubBMS
5 else
6 return false
7 end

Fig. 3. Certificate derivation process.

sub-system with a control unit. This phase is coupled together
with the certificate derivation for performance reasons since
the derived session keys are based on the current public key
value and the long-term device private keys [23].

D. Discussion on Security Material Updates

To guarantee a partial forward secrecy, i.e., in case older
authentication keys are compromised, the keys used in the
device authentication phase are updated after each authenti-
cation cycle. A Key Derivation Function (KDF) is used to
derive new keys based on the previous key and the current
request nonce. The initial authentication keys have to be pre-
embedded during the fabrication step. With this procedure,
even if earlier keys get compromised, the attacker needs to
have caught all the previous authentication session interactions
and the request nonces to be able to correctly derive the current
valid authentication key.

For the certification derivation phase, an open question is
made on when should the re-certification take place, i.e., when
should the new certificates be generated and exchanged. It
highly depends on the applications needs, but it is certain to
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Fig. 4. Mutual authentication and session key establishment.

happen at least when certificates expire or during a new system
start-up. Otherwise, we propose that the device authentication
and re-configuration happen under the following conditions:
(i) installation of a new device, (ii) configuration or firmware
updates, (iii) changes in the certificate configuration.

IV. EVALUATION

A. Prototype Implementation

To evaluate our proposed design approach and analyse
its applicability and usability, a prototype test suite was
implemented and tested. It was aimed to use higher grade
industry-applicable components with the intention of more
closely depicting the real-world systems. The test suite consists
of a full BMS emulation equipment and a Raspberry Pi 4
functioning as a SED. The setup is shown in Fig. 5.

For the BMS setup, a S32K144 MCU board was used
as a central BMS controller. This controller is connected to
MC33771C which function as the BCC. Furthermore, a BATT-
14CEMULATOR was used for the emulation of battery cells.
The connection between the Raspberry Pi 4 and the BMS
controller was established using serial communication with a
protocol developed for message handling. SED functionalities
have been implemented in Python, with appropriate security
handlers using the cryptography library. Encryption is done
with the AES-CBC algorithm, where hash (H)MAC is used for
the MAC calculations. The lightweight BearSSL library was
used for the elliptic curve and certificate-related operations.
The security software implementation was carefully handled
as to still allow the normal flow of the BMS safety control.

B. Threat Model Analysis

To test the security feasibility of our design as well as the
achieved security level, we have conducted a comprehensive
threat model analysis [28]. The analysis is based on the
common attacks indicated by the investigated BMS threat
models in [6]–[9]. We assume that the attacker has enough
resources and knowledge to launch the potential attacks and
that any communication outside of the system is deemed

Fig. 5. Prototype demonstrator of the proposed security architecture design.

unsafe. We derive the involved Assets (A), Threats (T),
Countermeasures (C), and for threats that are not able to be
mitigated, the potential Residual Risks (R). Afterwards, each
threat is classified based on the STRIDE threat categories [29],
by indicating Spoofing, Tampering, Repudiation, Information
Disclosure, Denial of Service, and Elevation of Privilege.

In terms of protection, the following assets need to be
secured: (A1) BMS operational process: status alerts and
adequate safety monitoring, (A2) Status data: configuration,
raw sensor and derived safety status data, (A3) Network
integrity: device connectivity, and port access.

The following threats and countermeasures are observed:
• (T1)⟨S,T,R,I,E⟩ Malicious update: attack through config-

uration data or even code injections. Mitigated by (C1)
Authentication procedure as proposed in this paper.

• (T2)⟨I⟩ Network eavesdrop: if the attacker gains access
to the internal system network. Protected through (C1),
but also (C2) Encrypted channel.

• (T3)⟨T,I⟩ System data compromise: affects vulnerable
devices that are not properly configured. Either mitigated
by (C1) & (C2), or not by (R1) No secure configuration.

• (T4)⟨S,T,R,I,D⟩ Node capturing attacks: as described
in [30]. Handled via (C3) Frequent certificate update
control, and (C4) Dynamic key updates.

• (T5)⟨S,T,R,I,E⟩ Previous key exposure: vulnerability de-
pends on the system design and configuration of the
updates. Limited protection with (C4) Forward secrecy,
or, depending on the configuration, (R2) Updates neglect.

• (T6)⟨S,T,R,I,E⟩ Credentials exposure: targets either the
stored or communicated security material. Mitigated via
SED and (C5) Central access control.

• (T7)⟨S,T,R,I⟩ Counterfeited devices: fake devices or de-
vices with malicious intent. Protected with (C1).

C. Performance Analysis

To evaluate the application of the design under operational
conditions, an execution time analysis has been conducted for
critical tasks and steps. Measurements have been run through
multiple iterations on both the BMS controller (Table II)
and the SED (Table III) noting an average value for each
vital operation; each noted time includes reading the request,
operation handling, and preparing and sending the response.
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TABLE II
BMS TIME MEASUREMENTS OF INDIVIDUAL PROCESSES

BMS (S32K144) Process Time (ms)

Device
Authen.

1.1 Prepare req. to SED 12.6 ± 0.1
1.3 Handle chg. & reply 32.6 ± 0.12
1.5 Config. & key update 5.1 ± 0

Certificate
Derivation

2.1 Prepare cert. req. 651.3 ± 1.3
2.3 Pub. key calculation 936.4 ± 5.4

TABLE III
SED TIME MEASUREMENTS OF INDIVIDUAL PROCESSES

SED (Rasp. Pi 4) Process Time (ms)

Device
Authen.

1.2 Handle req. from BMS 119.6 ± 3.3
1.4 Verify resp. from BMS 7.2 ± 0.2

Certificate
Derivation

2.2 Handle req. & cert. 238.4 ± 6.4
2.4 Receive config. Ack 3.0 ± 0.13

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a novel security architecture
solution for BMS in interconnected systems. The design is
based on a lightweight solution utilizing efficient symmetric
authentication for the initial device verification, and ECQV im-
plicit certificates schema for BMS authentication with internal
and external devices and services. The utility of the proposed
design was demonstrated through a prototype implementation.
To showcase its feasibility, a security evaluation was conducted
against common BMS threats, with an additional performance
analysis done to investigate the applicability of the design
under constrained circumstances. For future work, we plan to
analyse individual authentication mechanisms of distributed
battery controllers in enclosed battery packs, and with that
to also extend the security handling from the main BMS
controller to the other inner modules. Additionally, we would
like to exchange our static session key derivation phase with an
optimal dynamic key extraction protocol and test its usability.
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Abstract. Be it in the IoT or automotive domain, implicit certificates are gaining ever more promi-
nence in constrained embedded devices. They present a resource-efficient security solution against
common threat concerns. The computational requirements are not the main issue anymore. The focus
is now placed on determining a good balance between the provided security level and the derived threat
model. A security aspect that often gets overlooked is the establishment of secure communication ses-
sions, as most design solutions are based only on the use of static key derivation, and therefore, lack
the perfect forward secrecy. This leaves the transmitted data open for potential future exposures by
having keys tied to the certificates rather than the communication sessions. We aim to patch this gap,
by presenting a design that utilizes the Station to Station (STS) protocol with implicit certificates. In
addition, we propose potential protocol optimization implementation steps and run a comprehensive
study on the performance and security level between the proposed design and the state-of-the-art key
derivation protocols. In our comparative study, we show that with a slight computational increase of
20% compared to a static ECDSA key derivation, we are able to mitigate many session-related security
vulnerabilities that would otherwise remain open.

My Contribution. My contribution to this paper was manyfold. Firstly, in realizing the main con-
cepts and design behind the proposed dynamic key derivation protocol. I research and compared the
current SotA on the ECQV scheme and the use of key derivation protocols, as well as the use of this
type of protocol in other networks and scheme. Based on the findings, I realized a novel protocol that
uses the established and proven STS protocol with ECQV, benefiting from the implicit certificate de-
sign. I also implemented and tested the proposed protocol together with three other SotA ECQV key
derivation protocols on different devices and evaluated their performance. To support the idea of using
a dynamic key derivation protocol, I analyzed and defined an optimization design for possible parallel
execution of related operations. The new optimized protocol derivation was also included in the eval-
uation analysis. Finally, to showcase the use of the provided protocols on the real automotive system,
I implemented them on top of the already previously realized BMS security architecture. Furthermore,
I implemented a CAN-FD communication with a hypothetical EVCC and tested it on its performance
against a static key derivation protocol. To summarize the evaluation, I also provided a security analysis
of the proposed protocol in relation to the other SotA protocols.
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Abstract—Be it in the IoT or automotive domain, implicit
certificates are gaining ever more prominence in constrained
embedded devices. They present a resource-efficient security
solution against common threat concerns. The computational
requirements are not the main issue anymore. The focus is now
placed on determining a good balance between the provided
security level and the derived threat model. A security aspect that
often gets overlooked is the establishment of secure communica-
tion sessions, as most design solutions are based only on the use
of static key derivation, and therefore, lack the perfect forward
secrecy. This leaves the transmitted data open for potential future
exposures by having keys tied to the certificates rather than the
communication sessions. We aim to patch this gap, by presenting
a design that utilizes the Station to Station (STS) protocol with
implicit certificates. In addition, we propose potential protocol
optimization implementation steps and run a comprehensive
study on the performance and security level between the proposed
design and the state-of-the-art key derivation protocols. In our
comparative study, we show that with a slight computational
increase of 20% compared to a static ECDSA key derivation, we
are able to mitigate many session-related security vulnerabilities
that would otherwise remain open.

Index Terms—ecqv, implicit, certificate, sts, dynamic, session,
key derivation, embedded, security, constrained, automotive.

I. INTRODUCTION

Security is becoming increasingly important in protecting
the ever-expanding connections of modern embedded devices.
The use of common schemes, e.g., Transport Layer Security
(TLS), often proves to be difficult due to the constrained
nature of the used devices, which can only allow for a limited
performance overhead [1]. In contrast, implicit certificates are
showing promise in replacing the traditional security architec-
ture schemes. Implicit certificates offer a lightweight certificate
format, and a flexible public key derivation and authentication
mechanism that make the use of public key infrastructures
more accessible for constrained embedded systems [2]–[6].

Different schemes exist based on the implicit certificates,
with Elliptic Curve Qu-Vanstone (ECQV) still being the
most popular and researched one [7]. While there has been
numerous research done on ECQV and its use with embedded
systems [2]–[6], [8]–[10], we noticed that certain security
aspects are left out when considering the session key derivation
process. The key derivation (KD) and session establishment
solutions often neglect a very important key aspect, the per-
fect forward secrecy, specifically, the ephemeral key security

characteristic. Forward secrecy allows for a dynamic KD and
it considers the state where each newly derived key has a
high-enough entropy and is independent of a previous one
[11]. This is especially important in session communication,
where interactions happen on a frequent basis. We believe
that is characteristic often gets neglected due to a believed
premise of the necessity for sacrificing the security strength
for the performance gain with the limited embedded devices.
Rather, what often gets deployed is a static KD where key
computations are directly linked to their certificate material.
These keys would, hence, only be changed by the change
of the certificates and through re-initiating the authentication
and session establishment steps. It is, therefore, called a
static key exchange, since no other KD function or additional
input data is used to mask the present session key which is
fully dependent on the current certificate. This can be very
problematic in situations where, implementation-wise, either
due to the limitations in the system’s architecture, constrained
nature of the devices, or neglect from the developers, can lead
to longer than the intended use of the same session key.

Regular key updates are important, as in unfortunate cases,
where the session key might get compromised, e.g., via the
node capturing attack by compromising a valid device that
holds it, all the captured exchanged messages would also be
able to be decrypted. Any attack that can compromise the
stored device credentials would be able to exploit the statically
derived keys. An especially dangerous attack, which is also
prevalent in TLS, is the key compromise impersonation (KCI).
It is a man-in-the-middle (MitM) attack where an attacker
can impersonate the trusted server side to manipulate the key
derivation process [12]. In 2018, OWASP rated for internet
of things (IoT) weak, guessable and hard-coded passwords as
the number one weakness for the IoT systems, which also
considers the key credentials [13]. In fact, based on the study
by the SEC Consult between 2015 and 2016, the number of
exposed private keys by IoT devices grew by 40% [14]. The
ENISA initiative, targeted at investigating automotive security
vulnerabilities, listed remote attacks, theft and surveillance as
one of the most potent attacks that can happen due to the
lack of the required cryptographic functionality support. In
their document, all three attacks are affiliated with the lack of
forward secrecy for both the wide and local networks [15].
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Fig. 1. Centralized implicit certificate architecture.

To mitigate these security vulnerabilities, we focus on pro-
viding a solution that is independent of the rate of the certifi-
cate updates, and which ensures that each new communication
session would always yield a new key derivation. Additionally,
we want to make sure that a session key compromise does not
lead to exposure of previous or further keys, i.e., to guarantee
perfect forward secrecy. To fulfil these constraints, we present
a design based on the Station-to-Station (STS) protocol [11]
for a dynamic KD for implicit certificate schemes and extend
on the general lightweight ECQV implementation by Pollicino
et al. [2]. Furthermore, we investigate the optimization steps
for the STS KD protocol execution for the implicit certificates,
analyze its applicability for the embedded hardware by imple-
menting and evaluating it on different devices, and compare
it with other related implicit certificate schemes. Summarized,
our main contributions contained within this work are:

1) Design and implementation of a dynamic key derivation
approach for implicit certificate architecture schemes
using the STS protocol.

2) Performance and security evaluation of state-of-the-art
(SotA) KD implicit certificate schemes by expanding on
the existing work from the automotive and IoT domains.

3) Testing the protocol’s feasibility in an automotive system
by implementing it on top of a battery management
system (BMS) to depict a real-world scenario.

II. BACKGROUND ON THE SECURITY ARCHITECTURE

We consider three main stages when deploying implicit cer-
tificates in a network, as shown in Figure 1 [5], [8]: (1) device
authentication and deployment, (2) certificate derivation, and
(3) session establishment. The deployment phase primarily
depends on the main system architecture, however, it generally
contains a central, and a more powerful, certificate authority
(CA) device. The certificate derivation phase is straightforward
with ECQV and almost identical among different solutions [3],
[5], [6], [8]. The session establishment process often differs
and depends on the KD and node authentication algorithms.

A. Key derivation for secure sessions

We differentiate between two sessions, the certificate session
and the communication session. The certificate session consid-
ers the validity duration of the currently issued certificates,
e.g., in a vehicle during each new engine start, while the
communication session considers the duration during one

message exchange between two or multiple devices, e.g.,
monitoring, updates, status readout, etc.

We refer to static key derivation (SKD) as the calculation
approach that relies on the traditional Diffie-Hellman KD, i.e.,
where the keys or the underlying secret are derived from the
multiplication of the stored private key and the other device’s
public key as Sk = Prka ∗ Pukb = Prkb ∗ Puka. The SKD
secret is tied to its current certificate session rather than the
communication session. As long as the private and public key
pairs are not updated, the underlying session key will also not
change. Contrarily, the dynamic key derivation (DKD), as the
one presented in this work, fulfils the condition that a new
session key is derived on each new communication session
start, regardless of the current certificate session. The DKD
makes sure that each communication session remains inde-
pendent from the other sessions and should, ideally, provide
the perfect forward secrecy attribute. A key derived via this
method is also known as the ephemeral secret key.

III. RELATED WORK

Several research works have already been published on the
use of the ECQV and the session KD, both under the general
and embedded environments. Porambage et al. [3], [9] present
one of the earlier session authentication and key exchange
solutions for the wireless networks, where the communication
between the nodes is done using an SKD. For authentica-
tion, the protocol uses Message Authentication Code (MAC)
with pre-embedded keys, but it also requires that each node
possesses from each other the authentication key. A different
authentication scheme is presented by Siddhartha et al. [6],
where an “authenticator” is used. It is made out of certificate-
related data and signed by the CA. A hash function is also used
for the additional integrity check. The session key calculation,
however, is still based on the standard SKD.

D. Lee and I. Lee [16] present two approaches to KD in a
constrained IoT environment. The first approach is based on
the pure ECQV methodology with no additional authentication
steps. It relies on validating the identification (ID) and correct-
ness of the certificate calculation, but this does not guarantee
the authenticity of the device itself. The certificates and the
ID could be spoofed, resulting in a false identification by a
malicious actor. Additionally, similar to the work presented
by Sciancalepore et al. [4], the KD uses additional nonces
to diversify the key. However, this does not add additional
protection since the underlying secret is still calculated using
an SKD, i.e., it only considers the multiplication of the private
and public keys. The nonces used in the KD can be read from
a monitored network. Their second method does provide DKD
and ephemeral keys, nonetheless, both methods suffer from a
central problem, and that is that the device authentication is
not considered, rather only the public key validity.

Recently, Zi-Yuan Liu et al. [10] presented an extension of
the ECQV, where devices might house multiple certificates and
keys. While novel, the challenges presented in the paper are
currently not relevant for this work’s use cases, as the focus
is placed on larger dynamic networks.
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IV. A NOVEL DYNAMIC KEY DERIVATION FOR ECQV

A. Security requirements

For the security requirements, it is intended to provide a
design that can answer to the following threats: (T1) past data
exposure, (T2) MitM attacks, (T3) node capturing attacks,
(T4) key data reuse for further session calculations, (T5)
key derivation exploitation; each unique key needs to have
a high-enough entropy, and that is only stored, and being
able to be stored, by the valid parties. We aim to protect two
important system assets: session data, and security credentials.
The design also needs to be lightweight in its implementation
so as to be easily accessible for the embedded devices.

B. Protocol formalization

We base our design of the DKD on the use of the STS
protocol [11], [17]. STS is a known protocol used in wide
networks; however, it has not been previously investigated for
use with the ECQV. The STS derivation should consider the
ECQV implicit certificate calculation properties. The protocol
steps are shown in Figure 2. It is assumed that the first two
phases are correctly done as explained in Section II.

The protocol uses the implicit certificate with the elliptic
curve digital signature algorithm (ECDSA) to provide authen-
tication as shown with Algorithm 1, and verification with
Algorithm 2. What makes it unique compared to other STS
algorithm derivations, is that ECQV relies on the implicit
derivation of the public key for the signature verification. The
security of the ECDSA algorithm with the ECQV scheme has
been proven secure against passive attacks [18]. The public
key calculation used for verification is derived as:

QX = Hash(CertX) ∗Decode(CertX) +QCA (1)

The STS provides ephemeral keys, by always deriving a
new random elliptic curve (EC) point in the request as:

X ∈R [1, ..., n− 1]→ XG = X ∗G (2)

Derivation of session KS keys is done by calculating:

KPM = XA ∗XGB = XB ∗XGA (3)

KS = KDF (KPM , salt) (4)

Fig. 3. Time duration of individual STS operation runs on an STM32F676.

Algorithm 1: STS implicit certificate auth. response.
Input: XGA, XGB , KS
Output: Resp

1 if deviceA then
2 dsign ← sign(PrkA, (XGA||XGB))
3 else
4 dsign ← sign(PrkB , (XGB ||XGA))
5 end
6 Resp← encrypt(KS , dsign)
7 return Resp

Algorithm 2: STS implicit certificate sign. verification.
Input: RespX , CertX
Output: StatusOk , StatusErr

1 dsignX ← decrypt(KS , RespX)
2 QX ← hash(CertX) ∗ decode(CertX) +QCA
3 Status← verify(QX , dsignX)
4 return Status

C. STS protocol optimization

Even though the STS protocol might provide more security
advantages compared to related KD implicit certificate proto-
cols (see Section V-D), the main drawback is in its timely
execution. As this is still an important aspect of modern
constrained systems, we investigate potential optimizations.
We divide the entire STS ECQV protocol into four operations:

• Op1 - Request phase; random XG point derivation
• Op2 - Public key and premaster session key generations
• Op3 - Auth. signature derivation and encryption
• Op4 - Auth. signature decryption and verification
In this analysis, we do not consider the transfer time.

We derive two potential optimizations. Similar to the work
presented by Sciancalepore et al. [4], the initial request can
be made to contain both the certificate and the XG data, with
the calculations of the public key and premaster secret data
(see Op2) being done in parallel. Further optimization could
be to also include the following Op3 to be executed parallel
after Op2 as well. There is a drawback here, and that comes at
the expense of the algorithm’s flexibility. Failed authentication
requests would only be checked after the calculations have
been processed. This could open some doors for misuse by
malicious users, either through denial-of-service, or similar at-
tacks. But the actual implementation does not suffer in terms of
general security since the calculations are still processed in the
same manner. The main advantage would be from the system
design perspective, which would allow additional operations
to run in parallel. The sent data is identical to the original
protocol, but the message and content order vary slightly.
Figure 3. shows individual operation time requirements.
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Fig. 4. Comparison of the total KD protocols processing time.

The total execution time with the conventional STS between
two devices can be represented as:

τT =

NOp∑

i=1

TOpAi +

NOp∑

i=1

TOpBi ,with NOp = 4 (5)

As the optimization can be applied through the Op2 and
Op3, we get the following derivation based on the time that
each device takes to calculate the operations:

∀x ∈ {2, 3}, TOpAx =

{
0, if A = B

|TOpAx − TOpBx|, otherwise
(6)

This means that no additional time is taken per device A (or
B, as it is symmetrical) if they are identical, or if they are not,
the extra amount of time depends on the difference in their
execution time for Op2 and Op3.

If the devices are equal, ideally, optimization formulas for
two different steps of optimizations based on the system
requirements would bring the total run times to:

Opt. I τ
′
T = 2 ∗ TOp1 + TOp2 + 2 ∗ TOp3 + 2 ∗ TOp4 (7)

Opt. II τ
′′
T = 2 ∗ TOp1 + TOp2 + TOp3 + 2 ∗ TOp4 (8)

The primary advantage of the optimization is the clear
reduction in the total execution time by maintaining a minimal
change to the original STS protocol structure. In Section V-A,
we compare different protocols for the implicit certificate KD
and show the difference in time execution between the opti-
mized and non-optimized STS on real embedded hardware.

V. IMPLEMENTATION AND EVALUATION

A. Protocol performance evaluation

To show the feasibility of the proposed STS protocol
derivation in modern systems and compare it with other SotA
KD protocols for implicit certificates, we implement and run
the protocols under different embedded devices. We analyze
the runs under three main hardware performance level groups:

• Low-end: Arduino, ATmega2560, 8-bit 16MHz
• Mid-tier: S32K144, ARM Cortex-M4F 32-bit 80MHz;

and STM32F767, Cortex-M7 32-bit 216MHz
• High-end: Raspberry Pi 4, Cortex-A72 64-bit 1.5GHz
The implementations are done in C and make use of the

functions provided by the micro-ecc, tiny-aes, and bear-ssl
libraries, as well as the micro ECQV functions provided by
Pollicino et al. [2]. All protocols have been tested with the
secp256r1 256-bit EC, with 256-bit level for the SHA and
HMAC, and 128-bits for the AES and CMAC.

Fig. 5. Test suite for the ECQV and KD protocol evaluation.
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Fig. 6. CAN-FD network layers used for the session test communication.

In total, we test four different protocols derived from two
groups based on the use of the authentication mechanism, i.e.,
on those that rely on the use of ECDSA: (i) static ECDSA by
Basic et al. [5] as S-ECDSA, and (ii) STS from this work, and
those that only use the symmetric cryptography authentication
without the EC operations: (iii) from Porambage et al. [3] as
PORAMB, and (iv) from Sciancalepore et al. [4] as SCIANC.
We also consider the extension of the S-ECDSA protocol,
specifically the additional authentication of the ack acknowl-
edgement messages, based on the finished message handling
as seen from Porambage et al. [3]. Furthermore, we also
evaluate the STS protocol when considering the optimization
steps explained in Section IV-C. Only STS is the true DKD,
while the rest fall into the SKD category. The results of
the evaluation are shown in Table I, with Figure 4. showing
the graphical representation for the STM32F767. The times
are averaged after ten runs. The measurements were done
using system ticks and Nordic PPK2. The run time scalability
is relatively consistent regarding the devices’ performances.
While STS shows the highest execution time, its optimization
variants show the potential time similar to or faster than the
S-ECDSA. The PORAMB and SCIANC show the fastest time
as they use a different authentication mechanism and do not
rely on the EC operations. However, these protocols lack some
of the necessary security options as discussed in Section V-D.

B. Overhead examination

To give a clearer analysis of the algorithm processing
time, it would be advantageous to consider the transmission
overhead, however, that parameter is heavily dependent on the
used communication protocol and its configuration. Here, we
provide an overview of the overhead for each algorithm during
the KD exchange protocol, independent of the communication
technology in use. We consider only the protocol-affiliated
transmission data on the application level. Security algorithms
bit sizes are the same as the ones used in Sect. V-A. We assume
IDs to be of 16 bytes and use the minimal certificate encoding
with 101 total bytes [7]. The results are shown in Table II.

Both the S-ECDSA and STS protocols showed similar trans-
mission sizes, with also the least communication steps when
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TABLE I
EXECUTION TIME IN MILLISECONDS OF THE KD PROTOCOLS FOR ECQV FOR THE RESPECTIVE EMBEDDED HARDWARE.

Protocol / Device ATMega2560 S32K144 STM32F767 RaspberryPi 4

S-ECDSA 36859.26± 0.18 2894.1± 9.83 2521.77± 5.87 18.76± 0.11
S-ECDSA (ext.) 36882.64± 0.23 2976.2± 11.56 2602.69± 8.61 18.68± 0.12
STS 46262.03± 0.13 3622.71± 7.034 3162.07± 7.52 23.26± 0.12
STS (opt. I) 41680.23± 1.2 3246.55± 12.97 2818.02± 11.26 20.87± 0.07
STS (opt. II) 32410.81± 1.14 2556.84± 13.13 2219.25± 11.3 16.31± 0.07
SCIANC 8990.49± 0.03 721.67± 0.28 628.1± 0.32 4.58± 0.02
PORAMB 17932.17± 0.05 1471.66± 0.63 1263.0± 0.42 8.98± 0.04

TABLE II
COMMUNICATION STEPS AND TRANSMISSION OVERHEAD OF THE KD PROTOCOLS FOR ECQV.

Protocol S-ECDSA(+ext.) STS SCIANC PORAMB

Step: Op. (X bytes) A1: ID(16), Nonce(32) A1: ID(16), XG(64) A1: ID(16),
Nonce(32), Cert(101) A1: Hello(32), ID(16)

B1: ID(16), Cert(101),
Sign(64), Nonce(32)

B1: ID(16), Cert(101),
XG(64), Resp(64)

B1: ID(16),
Nonce(32), Cert(101) B1: Hello(32), ID(16)

A2: Cert(101),
Sign(64)

A2: Cert(101),
Resp(64) A2: Auth MAC(32) A2: Cert(101),

Nonce(32), MAC(32)
B2: ACK(1),
(+Ext Fin(96)) B2: ACK(1) B2: Auth MAC(32) B2: Cert(101),

Nonce(32), MAC(32)
A3: (+Ext Fin(96)) A3 & B3: Finish(197)

Total 4(+1): 427(+192) B 4: 491 B 4: 362 B 6: 820 B

not considering the last ack message. The SCIANC protocol
also requires only four transmissions, but with only 362 total
bytes under the assumed setup. Contrarily, the PORAMB algo-
rithm showed the largest overhead, with 6 total steps and 820
bytes. We did not include the optimized version of STS since
it does not differ in terms of the transmitted data. Considering
the fast data rates of most communication protocols and the
presented data sizes, we can conclude that the influence of the
transmission overhead would be minimal in comparison to the
individual KD protocols. This is further complemented by the
prototype evaluation results from Section V-C.

C. Prototype implementation evaluation

In order to evaluate the proposed protocol design on its
technical use, we implemented a prototype system that depicts
a common communication occurrence between two ECUs in
an automotive network. It handles the secure communication
between a BMS controller, and an electric vehicle charging
controller (EVCC) [19]. Both devices are represented with an
S32K144 microcontroller from the NXP Semiconductors to
portray a real-world environment. The BMS is additionally
connected to a battery cell controller and a battery emulator
for emulating a functional unit. The setup is shown in Figure 5.

The session communication between the devices takes place
over a Controller Area Network (CAN) interface. The test
suite uses the CAN-FD derivation with an implemented CAN-
TP layer for message fragmentation [20]. Figure 6 shows the
message formats. The devices also communicate with a more
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Fig. 7. Timeline model of the prototype session communication between a
BMS and EVCC for: (A) STS & (B) S-ECDSA, ECQV KD protocols.

powerful CA gateway (represented with a Raspberry Pi 4) to
handle the initial device authentication and certificate distri-
bution. The nominal phase CAN-FD bit rate was configured
at 0.5 Mbit/s, with the data phase rate being set at 2 Mbit/s.

For the evaluation, we compare the proposed STS imple-
mentation against the common static ECDSA [2], [5]. For a
fair comparison, as to account for the conventional deployment
of these protocols in the field, we did not consider the
optimization handling for the parallel operation runs argued
in Section IV-C. The implemented security protocols use the
same library sources as those mentioned in Section V-A.
The timeline of both protocols is shown in Figure 7. The
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TABLE III
SECURITY OVERVIEW OF THE KD PROTOCOLS FOR ECQV.

S-ECDSA STS SCIANC PORAMB

Data exposure X ✓ X X
Node capturing ∆ ∆ X X
Key data reuse X ✓ ∆ X
Key der. exploit ∆ ✓ ∆ ∆
Auth. procedure ✓ ✓ ∆ ∆
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Fig. 8. Block diagram representation for the STS-ECQV KD threat model.

STS implementation showed only a slight difference in the
total run time with 3.257 s compared to S-ECDSA’s 2.677 s,
i.e., an increase of 21.67%. The CAN-FD transfer time over
the physical link was negligible (< 1ms). The majority of
the communication time from Figure 7. was for the data
processing on the remaining layers.

D. Security analysis

We concern ourselves with the listed threats from Sec-
tion IV-A and compare the previous KD algorithms on the
provided security level. We also specially look at the mutual
authentication procedure, as an important feature against MitM
attacks. The analysis is presented in Table III, with the
following notation: X - weak or no countermeasure, ∆ -
partial protection, ✓ - fully protected.

The lack of forward secrecy for all protocols, except STS,
makes them highly vulnerable to previous session data expo-
sure, key material reuse (while having the same certificates),
and node-capture attacks. However, we note that no algorithm
is fully protected against the node-capture attacks, as even with
STS, the protection can only be guaranteed for the previous
messages, not the future ones. The mutual authentication for
both SCIANC and PORAMB is based on symmetric cryptog-
raphy with some concerns. PORAMB has the requirement to
store individual keys per the number of devices, which makes
future updates troublesome. SCIANC algorithm ties its session
key with the KD authentication, meaning that if the session
key gets exploited so will the future authentication. On the
other hand, with S-ECDSA and STS, the authentication is
based on the ECDSA with private keys used for signature
derivation. Figure 8. shows the derived countermeasures on
the listed threats for the STS-ECQV KD.

VI. CONCLUSION

In this work, we have presented a key derivation and session
establishment model using the STS protocol within the ECQV
implicit certificate framework, and its relation and compar-
ison with other KD protocols on embedded devices. While

requiring more time, the STS offers a good balance between
providing additional security features and certainty without
compromising much of the performance. It showed a slight
run time increase of ≈ 21% compared to a static ECDSA KD
protocol, with no additional communication overhead. While
other non-EC authentication-based KD protocols showed a
noticeable faster execution time, they also lacked the security
level acceptable for modern systems. To compensate for the
STS run time, we introduced a series of optimization steps for
the protocol operations. For future work, we plan to investigate
the influence of security modules and hardware accelerators
when considering the implicit certificate protocols on embed-
ded devices, especially those related to session establishment.
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Abstract—Battery management systems (BMS) are becoming
increasingly important in the modern age, where clean energy
awareness is getting more prominent. They are responsible
for controlling large battery packs in modern electric vehicles.
However, conventional solutions rely only on a wired design,
which adds manufacturing cost and complexity. Recent research
has considered wireless solutions for the BMS. However, it is still
challenging to develop a solution that considers both the active
in-vehicle and the external second-life applications. The battery
passport initiative aims to keep track of the batteries, both during
active and inactive use cases. There is a need to provide a secure
design while considering energy and cost-efficient solutions. We
aim to fill this gap by proposing a wireless solution based on
near-field communication (NFC) that extends previous work and
provides a unified architecture for both use cases. To provide
protection against common wireless threats, an advanced security
analysis is performed, as well as a system design analysis for the
wake-up process that reduces the daily power consumption of
the stored battery packs from milli- to microwatts.

Index Terms—Battery Management System, Wireless, Security,
Cyber-physical, RFID, NFC, Second life, Vehicle, Battery.

I. INTRODUCTION

Battery management systems (BMS) represent one of the
most important building blocks of modern electric vehicles
(EV). They are responsible for ensuring safe and reliable
use of large battery packs [1]. Since they are one the main
driving forces of an EV, any problem that occurs with the
batteries can directly affect the entire vehicle and also the
driver’s safety, leading to various hazards such as thermal
runaway [2]. Modern BMS are deployed in several topologies
where different modules are responsible for tasks ranging from
battery cell sensor data acquisition to their transmission.

One challenge with modern EV battery systems is the reuse
of used batteries at the end of their life cycle. Even if the
batteries no longer meet the needs of a vehicle, they may
be able to be used for other applications. This battery state
is referred to as second life [3]. The battery’s state of health
(SoH), state of charge (SoC), and other diagnostic information
must be tracked during its lifetime [4]. A BMS controller
would track this information in an active EV use case through
its internal communications, but if the batteries are stored
in a warehouse, for example, the battery packs may only be
accessed through an interface with a battery pack controller
(BPC) using an external reader. BMS communication services

can therefore be viewed from two angles: (i) internal - for
communication between different sensors and bridge modules,
and (ii) external - for diagnostic and monitoring purposes read
from outside the system. There are several legislations under-
way aimed to introduce battery tracking via battery passports
and even distributed monitoring in the cloud using electronic
passports [5], [6]. It is important to find an affordable system
design that allows flexible and fast readout with respect to
both communication approaches. However, currently, there is
no unified design that considers different BMS topologies.

Another challenge that is common with BMS is the use of
cables for communication. The use of cables is associated with
higher assembly cost, weight, complexity, limited scalability,
and maintenance [7]–[9]. However, they also provide fast and
reliable transmission between modules, which is important for
systems such as BMS. An alternative would be to use wireless
technologies, but here it is important to assess which technol-
ogy should be used. There is currently no clear answer to this,
with several works proposed ranging from the use of BLE [8],
[10], Wi-Fi [11], [12], ZigBee [13], and other technologies [7].
Using multiple technologies in one system is not practical and
can lead to increased costs and radio interference. Our goal
is to present a design that unifies different use cases under
the same wireless technology. We aim to achieve this through
the use of radio-frequency identification (RFID), specifically
accessible and low-cost near-field communication (NFC).

The BMS and batteries are vital components in modern EVs
that also require adequate protection. Any vulnerable system
component should be authenticatable and provide protection
against tampering and even eavesdropping to protect user
privacy [14]–[16]. NFC offers advantages from a security per-
spective because it enables short-range communication that is
difficult to be exploited remotely. However, there are still many
vulnerabilities in BMS and NFC that need to be addressed to
provide a fully secure design [16]–[18].

In response to the aforementioned challenges, we present in
this paper a complete design for wireless BMS internal and
external data communication based on NFC. To extend on the
previous work in this area, we unify two separate designs,
one targeting internal sensor readout from battery packs and
the other targeting external status and diagnostic readout in a
BMS system design [19], [20].
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Contributions. We extend the security architecture by pre-
senting and formally verifying a complete authentication and
session establishment protocol for the external readout use
case. We also investigate the important wake-up readout cycle
for other use cases and propose two different system designs.

Summarized, our main contributions are:
• A system architecture that enables wireless internal and

external readout of battery sensor data for various cases.
• Proposal of two methods for the wake-up process.
• Extending the existing security solution and its proof.

II. BACKGROUND AND RELATED WORK

A. Battery management systems (BMSs)

A BMS is responsible for controlling a large number of bat-
tery cells connected either in series or in parallel to ensure safe
and reliable operation [1]. There are several BMS topologies,
with distributed systems being the most common [21]. Here,
a powerful main BMS controller is responsible for controlling
and relaying information to the outside world. The controller
communicates with several BPCs that are responsible for
intermediate operations and data collection from a group of
battery cells. We call this group of elements a battery pack.

B. Near field communication (NFC)

NFC is a short-range wireless technology defined in the ISO
18092 NFC standard, which builds on the ISO 14443 RFID
standard. It operates at a radio frequency (RF) of 13.56 MHz
with a range and data rate of up to 10 cm and 848 kbit/s,
respectively [22]. Today, it is used for fast terminal controls,
payments, and applications that benefit from energy harvest-
ing. NFC can operate in three main modes, reader/writer mode,
peer-to-peer mode, and card emulation mode [22]. In our
work, we rely on the reader/writer mode for all use cases.
Here, devices are divided into an active and a passive class.
In the context of BMS, NFC suffers from a short range
compared to other wireless technologies [7], but it provides
an advantage when considering interference, security concerns
and accessibility with NFC-enabled devices [19]. It is also
capable of generating electromagnetic fields through an active
device to power the passive devices via energy harvesting [23].

C. Second life for batteries

A common problem with the use of batteries in EVs is the
problem of battery recycling. When the maximum battery ca-
pacity falls below a certain threshold (around 80%), the current
batteries need to be replaced with new ones. However, the high
recycling cost and pollution make this process undesirable.
Instead, it is proposed to maximize the potential use of a
battery by reusing it for other uses that are not constrained
by the same customer criteria as with EVs [3].

Second-life battery use is an ongoing discussion within
the European Union (EU). A concept of ”battery passports”
is being discussed, which aims to track batteries throughout
their lifetime, from manufacturing to recycling [5], [6]. The
tracking and identification of batteries would be performed
via QR codes. However, QR technology is limited in terms of
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Fig. 1. Wireless NFC BMS architecture considering three different use cases,
extending basis design with secure modules (SM) and NFC tags and readers.

TABLE I
OVERVIEW OF THE PROPOSED USE CASES AND DEPLOYMENT SCENARIOS.

Use case Deploy.
scenario

Comm.
direction

Readout
data

Active
sensor

internal;
deployed

Batt. pack
→ BPC sensor data

Idle
diagnostic

external;
stored

BPC →
Ext. reader

status &
sensor data

Active
diagnostic

external;
deployed

BMS ↔
Ext. reader

status &
diagnostic

functionality, scalability, services and security. In this work,
we propose an alternative lightweight design that aims to fill
these drawbacks with minimal additional overhead. The use
of battery passports is also of interest with respect to the new
concepts related to the BMS service extension to the cloud
environment, as shown in the work of Li et al. [24], Taesic et
al. [9], and Kai et al. [25]. This cloud shift provides additional
power for SoC and SoH computations and enables machine
learning or digital twin models, and extra security verification.

III. THE NOVEL BMS DESIGN FOR WIRELESS READOUT

By relying only on NFC, we are able to provide a solution
for three different scenarios that extend the BMS function-
ality, as described in Table I.: (i) active readout of internal
sensors [19], (ii) idle state scenario considered for off-vehicle
use cases, and (iii) active diagnostic readout [20].

The system architecture is shown in Figure 1. For both
diagnostic readouts (active and idle), both devices are first
authenticated before a secure channel is established. The data
link communication layer is handled with NDEF records. The
data storage depends on the reader application, either storing
it offline or online in a database as proposed for battery
passports [5]. Elements of the design and its implementation
were handled in a recent master’s thesis [26].

Diagnostic readout for active and idle states differentiate
on the devices used and the data direction. In both cases,
communication takes place with an external NFC reader. The
active diagnostics use case is intended for situations where
BMSs are already deployed in a neighbouring system. In
this case, the BMS controller is able to provide the current
diagnostic data. The idle readout is intended for the storage
of battery packs during their second life transfer [3]. Here,
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Fig. 2. Proposed wireless BMS software layer stack.

it is considered beneficial to occasionally check the batteries’
SoH to determine that no hazards have occurred. In the case of
active diagnostic readout, the application data is first formatted
before being transferred from the BMS host controller to the
NFC reader. The proposed lightweight structure is shown in
Figure 3. The BMS is expected to first collect the data from
each BPC before forwarding it to the NFC reader. However,
BMS topologies need to also be considered. The following
considerations must be made for other topologies [21]:

• Centralized: consists of one main BMS control unit
and no intermediate modules. Requires one NTAG and
NFC reader. The idle diagnostic use case is considered
unfeasible unless the controller is also stored.

• Modulated: multiple modules, with one main module and
multiple followers. The main module enables the external
interface, but each follower module also needs to include
an NTAG and NFC reader for all use cases.

• Distributed: similar to the modulated design, but with a
clearer separation between the central BMS controller and
the battery packs. The architecture is shown in Figure 1.

• Decentralized: consists of multiple BMS subsystems.
Considers linear growth of required NFC interfaces based
on the topology of the underlying BMS subsystem.

Software architecture. The software architecture is gen-
eralized and is shown in Figure 2. It consists of three main
layers. At the bottom is the hardware abstraction layer (HAL).
It is vendor-specific and contains the driver components,
e.g., for interfaces, clock, etc. The cryptographic application
programming interface (API) is considered an independent
entity that can be connected either directly to the HAL or
to a separate security module. NDEF messages are controlled
by the NFC driver. Their payload contains the components of
the higher SNDEF data set located at the middle layer, i.e.,
the middleware. Independent of the SNDEF, the middleware
is also responsible for device authentication. This means that
no other access to the application layer is possible unless
it has first been verified, confirmed, and processed by the
middleware. Since the middle layer imposes no restrictions
on the data format, the application layer can be freely defined
by the developer.

IV. SECURITY MODEL

To protect against common threats, a security model needs
to be introduced for both internal and external communication.
Several BMS threat analysis models have been created, each
highlighting important vulnerabilities [9], [14], [15]. We aim
not to invent a new protocol that could be susceptible to

Pre-
amble

Readout
Counter

Config.
Spec.

BPC 1
ID 

BPC 1
Diag. Data

BPC N
ID 

BPC N
Diag. Data

Frame
Check

Length Diag.
Data Size

Num. of
Params.

Param
1

Param
M

App specific8 bits 32 bits Varies

32 bits 16 bits 16 bits 8 bits M * 8 bits

N * (32 + Diag. Data Size) bits32 bits

Fig. 3. Application packet structure for the active diagnostic use case.

untracked attacks, but rather to adapt simple, yet effective solu-
tions. The security model needs to answer to the current known
BMS and NFC threats and fulfil the following requirements:

• Mutual device authentication
• Use of secure channels: encryption and tamper-proof
• Lightweight models with minimal performance overhead

A. Securing battery pack internal readout

Because battery packs are enclosed, any form of physical
attack would directly damage the components and would
therefore be infeasible or too costly for the attackers. Similarly,
an external attack would also likely be difficult or impossible,
although further research is needed to confirm these claims.
This leaves the protection of reading the battery packs based
on the proposal by Basic et al. in [19] sufficient, i.e., authen-
tication protection based on either symmetric or asymmetric
cryptography with previously embedded keys. Hence, on the
device-level protection, two key strategies can be employed:
(i) authentication; symmetric with pre-shared keys, or asym-
metric with originality signatures, and (ii) authorization, with
password-controlled read and write access.

B. Security protocol for external BMS readout

The protocol is based on symmetric, rather than asymmetric
cryptography, to account for the potential performance or
hardware limitations. If the master key is leaked, all past
and future sessions could be compromised. Therefore, it is
of utmost importance to secure the location of the master key
with an SM. We rely on the use of SNDEF records [20].

The security design for external readout, which considers
the idle state and active diagnostics use cases, is based on
the lightweight security design for authentication and data
exchange proposed in [20]. We formalize the protocol in
Figure 4. and extend the solution to consider some additional
security vulnerabilities that may arise from the original design.
It consists of two phases, the authentication phase and the
newly added session key possession confirmation phase. Dur-
ing the session key confirmation phase, previous messages are
appended, to confirm session key ownership for both parties.

1) NR →MN : NR, chr (1)
2) MN → NR : MN , cht, {{MN , chr}KM

}KM
(2)

3) NR →MN : {{NR, cht}−1
KM
}−1
KM

(3)

4) MN → NR : {MN , X}KS
(4)

5) NR →MN : {NR, X
′}KS

(5)

From the protocol; NR: NFC reader id., MN : BMS ctrl.
id., chr: challenge nonce request from NR, cht: challenge
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... xn

Enc{MnID, X }Ks_enc

Enc{NrID, X' }Ks_enc verify
Enc{NrID, X' }KsSession key possession confirmed

Fig. 4. Security protocol sequence diagram for the external BMS readout.

nonce request from MN , KM : pre-embedded master key, KS :
session key, X: concatenated previously received messages
from NR, X ′: concatenated received messages from MN .

The double key encryption is used to fend off an oracle
attack that could expose the vulnerabilities of the CMAC if
used in the key derivation function (KDF) when based on
the CBC-MAC computation. In addition, a nonce cannot be
zero or equal to another. Another important point is that the
underlying ciphers are not identical, i.e., in our case, BPC en-
crypts, while the external NFC reader decrypts the challenges,
to protect against “chosen challenge oracle” attacks.

V. WAKE UP MODEL DESIGN

Previous works mainly investigated system design and com-
munication with NFC. There are no clear design specifications
for interaction with BMS controllers. The wake-up application
is important for the idle state use case. Since a BPC is
stored along with battery cells, it is not necessary to keep the
controller on during the entire storage period. By controlling
the wake-up of the BPC, it would be possible to minimize
the total power consumption during the time the battery cells
are stored and provide power during a communication period
with an external NFC reader. Therefore, we want to propose
a design that meets the following two main requirements:

1) Low power consumption through mode switching
2) Fast wake-up time
We propose two approaches to wake-up system design based

on the different characteristics of BPC and NTAG: (i) with
event detection (ED) and (ii) with energy harvesting (EH).
They are evaluated based on total wake-up time and power
consumption, as well as design requirements and HW/SW
design considerations. Figure 5. shows the flowchart, with
separate steps for both designs. Both rely on the use of I2C
for data transfer, but the difference is in how the wake-up
events are triggered and how the power states are managed.

Wake-up with event detection. This method uses the event
detection (ED) function on modern NTAG boards, where the
ED pin acts as an event pin that can respond to different events,

TABLE II
OVERVIEW OF THE PROPOSED WAKE-UP SYSTEM DESIGN APPROACHES.

Model Prerequisites Pros / Cons

Event
Detection

(ED)

NTAG needs to
have an event pin;
requires a constant
power source

[+] wake-up is
possibly faster, [-]
needs constant power
source, [-] higher
power consumption

Energy
Harvest.

(EH)

NTAG’s EH needs
to be specially
configured; the
reader has to have
EH enabled

[+] NTAG is powered
off in idle, [+] after
wake-up, BPC can
supply the NTAG, [-]
wake-up takes longer

specifically here, the presence of an NFC field. When an RF
field is detected, the ED pin is set to logic high. During idle
time, the NTAG remains in the standby state and is constantly
powered by the host BPC. The lowest theoretical consumption
that can be achieved is if the host BPC uses a very low power
state (VLPS) that can still power the NTAG and respond with
the wake-up, with the NTAG being in standby mode.

Wake-up with energy harvesting. In this method, the
NTAG can be completely shut down and the BPC can be put
into a VLPS mode, as with the ED method. This results in
lower power consumption, but may also result in a slightly
longer wake-up time since the board wake-up depends on
energy harvesting. The NTAG is put into EH mode, where
energy is harvested from the RF field in close contact with
the antenna. Since the BPC does not power the NTAG at all
during the sleep phase, unlike the ED method, the NTAG must
remain powered on after energy harvesting has triggered its
wake-up. Thus, after the BCP wakes up and during the open
communication session, it draws power from the battery cells
for its normal operating mode and now also powers the NTAG.

VI. EVALUATION

For the evaluation, we use the NCx33xx series of products
from NXP as the NTAG and NFC Reader. They are NFC
forum-compliant automotive-graded components that provide
several benefiting features for testing [27]. The S32K144
microcontroller board was chosen as both the main BMS
controller and the BPC. It is widely used in automotive and
industrial applications, and it offers a ready BMS diagnostic
application [28]. We evaluate the design on the security
aspects both with informal and formal protocol analysis and
on the real-device performance analysis by investigating the
application overhead of the wake-up process.

A. Security informal analysis

The goal is to protect three main assets: (A1) hardware
integrity, (A2) software integrity, (A3) transmitted data. To
protect the integrity of (A2) and (A3), the protocol uses AES
as the encryption algorithm and CMAC for tag verification.
This is done to increase usability on different devices and
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improve performance. The operation mode is CBC in Encrypt-
then-MAC mode, as it provides higher security than other
operation modes. It is important to use a different key between
the AES and CMAC computation because using the same key
would allow the attacker to forge the tags if they had access
to an encryption oracle where they could query the values
of the last CMAC computation block. Additionally, to protect
against forms of replay attack, tag chaining was implemented.
Tag chaining considers appending the previous tag into the
buffer of the newly received message to calculate the total tag
value, i.e., the MAC value, by using the following structure:

MACbuffer := sec data | IV | add data | previous tag

(A1) is guaranteed by performing device authentication on
the battery pack as described in Section IV-A, and by mutual
authentication when communicating with an NFC reader.

B. Security formal analysis - BAN logic

A formal protocol analysis was done on the mutual au-
thentication and session establishment protocol presented in
Section IV-B. It uses the BAN logic and its postulates [29].

Idealized protocol. We use the protocol from Section IV-B:

1) all plaintext (6)

2) MN → NR : {{chr, NR
KM←−→MN}KM

}KM
(7)

3) NR →MN : {{cht, NR
KM←−→MN}KM

}KM
(8)

4) MN → NR : {X,NR
KS←−→MN}KS

(9)

5) NR →MN : {X ′, NR
KS←−→MN}KS

(10)

Initial assumptions. The following assumptions are made.
Firstly, both devices regard the sent nonces to be fresh:

NR |≡ #(chr) , MN |≡ #(cht) (11)

Both sides believe in the use of the shared master key:

NR |≡ NR
KM←−→MN , MN |≡ NR

KM←−→MN (12)

Goals. We want to make sure that both parties are mutually
authenticated and know that the other side trusts that as well:

G1.1) NR |≡MN |≡ NR
KM←−→MN (13)

G1.2) MN |≡ NR |≡ NR
KM←−→MN (14)

For the second-order goals, we want to make sure that both
parties trust that the other party has the correct session key:

G2.1) NR |≡MN |≡ NR
KS←−→MN (15)

G2.2) MN |≡ NR |≡ NR
KS←−→MN (16)

Verification. We will start first with G1.1 and G1.2 goals. To
verify, we will apply the rules described in the BAN logic [29].
On Eq. 7 we first apply the message-meaning rule:

NR |≡ NR
KM←−→MN , NR ◁ {{chr}KM

}KM

NR |≡MN |∼ (chr, NR
KM←−→MN )

(17)

We use the freshness rule for the nonce and key statement:

#(chr)

#(chr, NR
KM←−→MN )

(18)

Then, on (18) & (17) we can apply the nonce verification rule:

NR |≡ (18), NR |≡MN |∼ (chr, NR
KM←−→MN )

NR |≡MN |≡ (chr, NR
KM←−→MN )

(19)

Finally, to verify the goal G1.1, we can take the belief rule:

NR |≡MN |≡ (chr, NR
KM←−→MN )

NR |≡MN |≡ NR
KM←−→MN

(20)

The verification of goal G1.2 is symmetrical to G1.1, and
thus also proved. For the second-order goals, we set additional
assumptions. Since X, X ′ from (9) and (10) are composed
out of chr and cht, we assume by freshness rule that:

NR |≡ #(chr)

NR |≡ #(X)
,
MN |≡ #(cht)

MN |≡ #(X ′)
(21)

Now, using the belief rule we get the important statements that
both sides believe the session key possession:

NR |≡ (X, NR
KS←−→MN )

NR |≡ NR
KS←−→MN

(22)

MN |≡ (X ′, NR
KS←−→MN )

MN |≡ NR
KS←−→MN

(23)

To finalize the verification of G2.1 & G2.2, we use the
same line of rules as for the G1.1 & G1.2, i.e., by applying
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the message-meaning rule, then the freshness rule, nonce-
verification and finally the belief rule. Here, G2.2 is also
symmetrical in verification to G2.1.

C. Wake-up process evaluation

A real-world implementation was made using the compo-
nents based on the hardware design presented in Figure 6. To
test the design of ED, the NCx3310 is placed in standby mode
with the S32K144 using the VLPS mode. For the idle phase,
this results in 29.8µA from the S32K144 and 5.9µA from
the NCx3310, for a total of 35.7µA as theoretical current
consumption and power consumption of 117.81µW . In the
EH design case, the NTAG is completely disabled, which
means that all power consumption comes only from the BPC,
resulting in a theoretical current consumption of 29.8µA and
power consumption of 98.3µW for our devices. While the
design shows a working and usable test implementation, in
a real application a level shifter should be considered to
compensate for the potential cross currents that can occur on
the connections between I2C, the return signal port, Vcc and
Vout. Depending on the use case, both methods can be applied,
but if the overall goal is to reduce power consumption, the
method with EH is proposed. In this mode, the BPC remains in
power-saving mode while the NTAG draws no power because
it is completely powered down.

VII. CONCLUSION

In this work, we have presented a novel design for the
wireless deployment of BMS using NFC as an enabling
technology, extending previous work. We have considered both
internal and external system readouts, as well as active and
inactive use cases. We show that it is feasible to use the BMS
with NFC for both current active in-vehicle applications and
second-life applications. An NFC interface is useful here as
it allows flexible readout of the stored battery packs. Here,
the security model was extended and evaluated using both
informal security analysis and BAN logic. In addition, two
wake-up system designs have been proposed and evaluated.
For future work, further investigation of the wake-up method
is planned, as well as investigation of other potential RFID
options focused on lightweight applications, such as a fast
readout of the ID of the stored battery packs.
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A.8 [H] Secure Data Acquisition for Battery Management Systems
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Abstract. The growing awareness of environmental sustainability has led to new investments in
the field of electric vehicles. One of the most expensive and important components of electric vehicles
are their batteries, with battery management systems (BMS) being responsible for their control. New
regulations, such as those of the European Union, aim to introduce battery passports as a way to track
battery lifecycle from manufacturing, over second-life use, to recycling. Given the vast amount of data
generated during the lifecycle of a battery, the current research is focused on combining BMS with cloud
connectivity. However, not much research has yet been done in the area of BMS cloud security and
secure data logging. To address this gap, we propose a novel solution for secure BMS data acquisition
for on-premise and cloud environments. In this paper, we make two main contributions: a secure data
structure for BMS logging and a secure architecture for transferring BMS data from its source to cloud
and end systems. We demonstrate the feasibility of the design by developing a prototype with real
components and evaluate it in terms of security and performance.

My Contribution. My contribution to this paper was in providing the main design both for the
secure BMS chain data structure and BMS data propagation. These also include design motivational
aspects, challenges, background, and related work. I provided the majority of the paper’s text. I ex-
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Abstract—The growing awareness of environmental sustain-
ability has led to new investments in the field of electric vehicles.
One of the most expensive and important components of electric
vehicles are their batteries, with battery management systems
(BMS) being responsible for their control. New regulations,
such as those of the European Union, aim to introduce battery
passports as a way to track battery lifecycle from manufacturing,
over second-life use, to recycling. Given the vast amount of
data generated during the lifecycle of a battery, the current
research is focused on combining BMS with cloud connectivity.
However, not much research has yet been done in the area of
BMS cloud security and secure data logging. To address this gap,
we propose a novel solution for secure BMS data acquisition for
on-premise and cloud environments. In this paper, we make two
main contributions: a secure data structure for BMS logging
and a secure architecture for transferring BMS data from its
source to cloud and end systems. We demonstrate the feasibility
of the design by developing a prototype with real components
and evaluate it in terms of security and performance.

Index Terms—Battery Management System; Security; Cyber-
physical; Cloud; Battery; Passport; Logging; Authentication.

I. INTRODUCTION

The energy and environmental crisis caused by ever-
increasing carbon emissions have led to an enormous increase
in demand for electric vehicles. Battery management systems
(BMS) play an important role in modern electric and hybrid
vehicles by providing safety control over the use of batteries,
their most important operating resource. They ensure the safety
of the human driver by detecting and mitigating potential
safety risks in advance [1]–[3]. As the use of electric vehicles,
e-bikes, mopeds, etc. increases, so does the need for more
batteries and thus BMS. In the recent market study published
by Meticulous Research, the battery market is projected to
reach $175.11 billion during the forecast period between 2021
and 2028 [4]. The exponential growth of the battery market
between 2018 and 2025 and the importance of the second-life
battery use case have also been observed by H. Melin [5].
The ever-growing market brings new challenges and requires
solutions that would allow easier tracking and monitoring
of batteries by their associated BMS. It is desirable to use
batteries more efficiently and enable easier replacement at the
end of their lifecycle to reduce global battery waste [6], [7].
We see two main challenges that need to be addressed in the
development of modern BMSs.

BMS data reliance. The first challenge with modern BMSs
lies in the need for efficient and easily accessible logging of
monitoring and diagnostic processes, given the vast amount
of generated data [8], [9]. Local logging devices may have
limited capacity, be difficult to access, or even interfere with
the regular operation of the BMS. On the other hand, with new
regulations in the European Union (EU) and other countries
around the world, the use of cloud systems for battery monitor-
ing is slowly becoming a reality [10]–[12]. Several research
papers have already proposed methods and models that use
cloud services to extend the usability of BMS in a system [3],
[9], [13]–[15]. Cloud systems enable the creation of battery
lifecycle profiles, a concept that considers the collection and
storage of important battery-related data from the BMS. This
is done to extend user services and add external monitoring
and diagnostic control by providing higher computing power
and faster processing [3], [16].

Notably, the use of cloud connectivity with BMS offers:

• Battery life tracking and predictive support in the form
of artificial intelligence or digital twins [3], [17].

• Increased computational power and faster processing of
BMS-related diagnostic data, such as state of health
(SoH) and state of charge (SoC) [18].

• Faster fault detection and battery age improvement [9].
• The use of ”swarming” to collect and use data for pre-

dictive maintenance of not just one but multiple systems
in a group, e.g., for vehicle fleets [3], [9].

However, relying only on cloud services has three major
disadvantages [8], [18]: (i) it requires a constant Internet
connection e.g. if an accident occurs in a tunnel, there is no
way to safely rely on the data during this transition, (ii) there
may be delays due to the multi-level technological services that
provide update control, and (iii) changes in data legislations
and business models that may affect or complicate future
ownership or access to the stored cloud data. An adequate
BMS data service design should focus fully or partially on
the use of local, i.e., on-premise, data services alongside
conventional cloud connectivity. As Neubauer et al. [19] noted,
it should be possible to handle both the batteries’ on-site
measurements, as well as to track the average use over time
to facilitate the second life use case.
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BMS security. The second challenge for modern BMS
is to provide an adequate and lightweight security design.
Most of the current BMS cloud research focuses on predictive
estimation, digital twins, and machine learning [3], [17], [18],
leaving the area of BMS cloud security largely unexplored.
A security architecture for advanced BMS communications
must address all data transmission layers. At the BMS level,
it is important to consider the security of collected battery
diagnostic data. Manipulation of diagnostic data by malicious
parties can lead to hazards, such as thermal runaway in vehi-
cles [20]. It is also important to ensure that BMS data is only
processed by authorized parties to protect user privacy [21].
In addition, BMS cloud connectivity suffers from threats and
vulnerabilities common to general networks. Thus, a BMS
must always consider protection against man-in-the-middle
(MitM) attacks, unauthorized access to storage, and the use
of outdated protocols [8].

Contributions. Our goal is to propose a solution to the
upcoming BMS challenges and present a hybrid logging
architecture that combines both on-premise and cloud services
for BMS data logging. To this end, we propose:

• A general BMS data structure independent of any topol-
ogy or use case aimed at BMS monitoring and diagnostic
data handling, while addressing security requirements.

• Furthermore, we present a layered model for a secure
BMS cloud architecture based on a centralized gateway.
While several papers have been published recently on
cloud utilization with BMS, most of them are based on
data-driven models, data propagation, or cloud-enhanced
algorithms.

To the best of our knowledge, this is the first work in the field
of cloud BMS that places data logging structure reliance and
security as the primary focus.

II. BACKGROUND

A. BMS and cloud computing

A BMS is a system responsible for the safety control of
a large set of battery packs. Namely, they are accountable
for battery cell monitoring, diagnostics, overall system safety,
charging, cell balancing, and controlling the optimal discharg-
ing use of battery packs [1]–[3]. There are several established
BMS network topologies, with modern ones being primarily
based on modulated and distributed architectures having a
central BMS controller with several battery pack controllers
(BPC) [16], [22]. The majority of today’s cloud systems are
based on providing services for data storage, processing, and
sharing. They aim to provide flexible and extensible services to
end users behind a complex facade. As such, cloud systems
provide modern solutions for processing the vast amount of
BMS data and enable services such as remote monitoring and
predictive maintenance [17], [18].

B. Logging BMS data

Modern BMS are responsible for processing a large amount
of generated data. This data must be logged, either internally
in the BMS with special modules or externally, e.g. in the

cloud. The challenge here is to specify a flexible BMS data
structure for efficient transmission. The size of the logged data
depends on the tracked parameters, sampling frequency, and
compression [8]. The BMS are responsible for interpreting
the diagnostic data derived from the BPC or directly from the
battery cells. For our analysis, we will focus on the following
three main groups of data: (i) monitored data; which considers
on-board read sensor or other measured data, e.g., battery cell
voltage and temperature, (ii) diagnostic data, i.e. derived data
based on observations, usually from a BPC, another module,
or directly from the main BMS controller, and transmitted
either as raw data or information such as SoC or SoH, (iii)
fault diagnostic data, i.e., raw data derived from the register
responsible for tracking the parameters of individual battery
cells. Traditionally, most of the data generated on the BMS
side was only stored locally for active monitoring. With the
new initiatives related to the battery passport and secondary
use, portions of this data would also need to be stored or sent
to other systems to maintain tracking of the battery pack life
cycle [11], [12]. For the remainder of this paper, we will refer
to any BMS stored data as the BMS logging (log) data.

C. Battery passports and second life

Electric vehicle (EV) batteries reach the end of their life
after 8 to 10 years of use, i.e., after they have dropped to
80% of their full capacity [7], [23]. After that, the batteries
are either recycled or disassembled [5]. This is becoming a
problem as the market for batteries keeps increasing, the rate
at which they are recycled becomes limited and expensive,
which also creates more environmental waste [5]. There is
an initiative to allow batteries that have reached the end of
their life in EV to be used for other applications, such as
self-consumption in households or transmission deferral from
EV to power grids [7], [24]. The EU Commission proposes
the use of battery passports to track the lifecycle of batter-
ies [10]–[12]. The battery passport is intended to be a digital
representation of a battery that conveys all-important product
information [10], [12]. An extension of this concept would be
the battery e-passport, which could also dynamically record
battery charge and discharge cycles, diagnostic information,
faults, cell health, etc. This information could be used for
rapid processing when the battery gets a second life in other
applications during the disassembly process [5], [7]. Cloud
systems provide such a solution, but there is currently no clear
answer to secure BMS processing from the local to the cloud
level, which we aim to extend in this work.

III. THE NOVEL SECURE BMS DATA STRUCTURE DESIGN

Based on the BMS lifecycle monitoring requirements, we
propose a BMS data structure design based on a hierarchical
distribution and differentiate between (i) log blocks, (ii) BMS
blocks, and (iii) secure BMS blocks. A “Log block” (List. 3
with List. 1 & List. 2) contains a log header and a log body,
where the log body contains the logged data based on a given
structure. Log blocks form a payload that is represented by the
“BMS block” (List. 4). To keep track of the sampling order,
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Fig. 1. BMS block data chain structure for logging of BMS lifecycle data.

the BMS blocks are intended to be stored in a data chain
structure, as shown in Figure 1. Each BMS block contains a
pointer to the first log block, which in turn contains a pointer
to the next log block in the sequence. They are intended
to encapsulate one BMS sub-system, with the “log chain”
containing individual log samples per battery pack. The BMS
block data chain identifies each individual sample point. In
this example, ‘M’ indicates the number of currently logged
BMS blocks in a BMS sub-system, while ‘N’ presents the total
number of log blocks per one BMS block. ‘K’ is the number of
tracked BMS sub-systems. The sequence of the BMS blocks
is determined by their timestamp field. Battery passport data is
contained in the metadata field. To save space, metadata may
be sent only when its contents change, for example, when the
BMS sub-system changes its configuration or its host system.
An array can be implemented that tracks BMS blocks with
major status changes. Each time a new BMS block is received
that contains metadata, the tracker array is incremented by the
identifier of that block.

The advantage of the proposed data model structure is that
it can be used across all different BMS topologies [22] with
the following considerations for one full sample:

• Centralized: 1 BMS block, 1 Log block.
• Modulated: 1 BMS block, N Log blocks
• Distributed: 1 BMS block, N Log blocks
• Decentralized: K BMS blocks, N1, ..., NK Log blocks
To guard against eavesdropping or other potential manipula-

tions with logged BMS data, the application data exchange is
protected via the ”Secure BMS block” (List. 5), which uses the
BMS block and attached log blocks as input for the encryption
payload. Once the secure BMS block has successfully arrived
at the end system, it can be decrypted and integrated into
the log chain structure. Figure 2 shows the structure of the
secure BMS block that is transmitted with each log sample.
The secure BMS block consists of the unencrypted security
header, the encrypted BMS block, and a security tag as a
footer. The header contains information such as the current
BMS secure identifier and cipher suite code. The security tag
is used to verify the authenticity and integrity of the BMS
block. It can be computed using the Message Authentication
Code (MAC) or another security-related tag operation. The
BMS block also contains its own header, logged data, and
optional metadata. We propose that the header of the BMS
block contain at least a unique identifier, a timestamp, the

Security Tag

Security Header

BMS Block Header

Encrypted BMS Block

BMS Block
Logged Data

(Body)

Log Block
ID

Next Block
ID

Log Block
Len

Log Point
1.1

Log Point
2.1

Log Point
m.1

Log Point
m.n

Log Point
1.n

Fig. 2. Proposed design of the secure BMS data block.

classifier ID, and the pointer to the first BMS log block. The
protocol block contains at least its identifier, the identifier of
the next block in the chain, and the block length.

Struct LogSample contains
Log Meas* measurements;
Log Diag* diagnostics;
Log Fault* fault regs;

end
Listing 1: Data logging sample data structure.

Struct LogBlockHdr contains
int block id;
int next block id;
uint32 block body len;

end
Listing 2: Log block header data structure.

Struct LogBlock contains
LogBlockHdr log header;
LogSample log body;

end
Listing 3: Log block with log header and body entries.

Struct BmsBlock contains
uint32 bms block id;
uint32 timestamp;
uint16 unit id;
int init log block id;
uint16 metadata len;
Bms Metadata bms metadata;

end
Listing 4: BMS block structure with optional metadata.

Struct SecBmsBlock contains
uint16 version;
uint16 length;
uint32 sec bms block id;
uint32 sec bms block serial;
uint16 cipher info;
uint16 enc bms block len;
uint8* iv;
uint8* enc bms block;
uint8* mac;

end
Listing 5: Secure BMS block for symmetric crypto.
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IV. SECURE BMS DATA ACQUISITION ARCHITECTURE

A. Security requirements

We observe the secure architecture from two perspectives:
(i) the security of “cloud layers”, i.e., the security on and from
the central gateway, to the cloud acquisition system, and finally
the end system, and (ii) BMS sub-system and its network.

For a BMS, security can be considered as (i) security during
data transmission and (ii) security within the device. We want
to ensure that the data from the source (battery sensors) to
the end device (cloud system or end-user systems) is not
compromised [6], [22]. Attacks targeting the BMS itself
would be difficult to carry out because BMS communicate
with battery packs that are enclosed and isolated. Still, various
attacks could take place, usually in the form of spoofed devices
or remote attacks if a vulnerability is found [6], [16]. MitM
attacks are possible either between the BMS and the central
gateway or when connecting to the cloud system. Data must
be protected against these forms of attack by guaranteeing
its authenticity, integrity, and confidentiality [21]. In addition,
protection must be provided by message counters and inspec-
tions to ward off various replay attacks. Other attacks may
take the form of denial-of-service (DoS) attacks, which would
target either the cloud systems or the local networks. The
attacker can also target the log content itself by launching
attacks on delayed, reordered, or manipulated packets [25].
Accurate implementation and validation on the end system
side should be performed to mitigate these types of attacks.

To support the proposed security architecture and secure
BMS data structure, we observe the following design points:

• The security architecture with the cloud system is done
over a trusted and verifiable service.

• The key generation and distribution by the original equip-
ment manufacturer (OEM) are based on a trusted design,
i.e., the end system device can securely receive the key
necessary to decrypt the received BMS log data.

• Security operations are done over a trusted secure module
to mitigate hardware-based vulnerabilities.

Gateway

BMS
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BMS
#N

Cloud

Secure 
BMS 

Blocks

Gateway

BMS
#1

BMS
#N

Cloud

BMS & Log
Blocks

BMS & Log
Blocks

Secure 
BMS 

Blocks

a) b)

Fig. 4. Suggested secure BMS block data on-premise processing methods: a)
security layer already added on BMS, b) security layer added on the gateway.

B. System layers

While different publications might refer to them with differ-
ent notations, BMS cloud architectures generally consist of a
perceptual layer, a network layer, and an end-user application
layer [2], [15]. We further divide these layers to account
for two additional middle layers to consider the on-premise
BMS activities. Our main architecture design is presented in
Figure 3. The system consists of five main layers: (i) BMS sub-
systems, (ii) internal local network, (iii) central gateway, (iv)
cloud data acquisition system, and (v) end system backend.

BMS sub-system. This layer considers the BMS and its
connected battery packs as an independent entity. As an
enclosed system, it is difficult to perform attacks from the
outside. Nevertheless, it is recommended to provide authen-
tication at the device level. The main BMS controller is
responsible for data collection and preparation of the secure
BMS blocks. This should be done on the device using a secure
module. Due to widespread use, it is proposed to rely on
symmetric encryption algorithms, specifically the traditional
block ciphers, e.g., Advanced Encryption Standard (AES) with
modes or authentication encryption (AE) primitives.

Internal local network. At the internal network system
layer, device authentication, key derivation, and session estab-
lishment are performed using an appropriate security archi-
tecture [26]. This considers the communication between the
BMS controller, the gateway, and any other local device. The
secure session is established using either static or dynamic
keys, taking into account perfect forward secrecy [27].

Central gateway (GW). The central device responsible
for collecting BMS log data. It enables the connection with
the cloud system. It is also the secure authority for the
local network. For performance reasons, the rest of the data
encapsulation is done on the GW side to prepare the BMS
blocks for transmission over the cloud to the end system.

Cloud data acquisition system. Cloud systems rely on
proven and robust security protocols. Cloud data communica-
tions for IoT solutions typically rely on the use of the underly-
ing Transport Layer Security (TLS) or Datagram-TLS (DTLS)
layers. At the application layer, DTLS is often used with the
CoAP protocol and TLS with Message Queuing Telemetry
Transport (MQTT) [28]. DTLS improves performance, but
data might be lost, requiring retransmissions. The use of the
right protocol depends primarily on the intended use case, with
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BMS relying on stricter safety standards and regulations that
must be supplemented. It should be noted that both TLS and
DTLS provide data protection from BMS to the gateway, but
not for the end-to-end devices, i.e., from a BMS to the end
device, which is why we also consider security at other layers.

End system backend. This considers any server or user
device that handles the BMS log data for data processing,
visualization, etc. Specifically, it is a device that relies on the
battery e-passport services for lifecycle tracking and one that
is authorized to access the encrypted secure BMS block data.

C. End system infrastructure discussion
For the presented architecture, an effort was made to keep

the design generic and flexible regardless of the underlying
session key exchange design. The end system receives the
encrypted BMS data, but the means of processing this data
is left open. Either the same or an additional external server
would need to be used to disseminate and share the necessary
certificates and other security-related configuration data. A
similar concept could be adopted from the proposed standard
ISO 15118 regarding the distribution of certificates to the
respective OEM [29], [30]. Security solutions such as end-to-
end encryption with adjustments could also be employed [31].

For processing individual BMS blocks to secure BMS
blocks, we observe two approaches as seen in Figure 4:

a) Security functionality and storage are performed on the
main BMS controller, i.e., it sends full encrypted data.

b) Security handling is performed on the gateway device.
We focus on the first approach, where data processing is

performed on individual main BMS controllers. Here, the
gateway acts as a buffer and bridge to ensure that each
data block is correctly received and processed to the cloud
service. This is an advantage for ad hoc BMS sub-systems
that may store intermediate data between sessions or rely
only on the on-premise use case. It is also more flexible
for decentralized topologies where processing between BMS
units is independent and therefore there is no bottleneck at the
gateway. In addition, there are systems where there may not
be a secure gateway and communication with cloud systems
is done directly through the main BMS controller.

V. SYSTEM PROTOTYPE IMPLEMENTATION

We implemented our proposed design on real hardware to
demonstrate the feasibility of the presented methods, shown
in Figure 5. A BMS emulator from NXP Semiconductors was
used, consisting of an S32K144 microcontroller as the BMS
controller, an RD33771C as the BPC, and a battery emulator
that generates battery voltage and temperature data. To emulate
local network communication, we used a Raspberry Pi 4 as
the gateway device. Appropriate software was implemented
and integrated for both the S32K144 and the Raspberry Pi to
enable encapsulation of the test data and secure communica-
tion transmission. The security functionality was provided via
the BearSSL library [32]. Security communication handling
and secure BMS blocks were implemented based on an exist-
ing BMS diagnostic functionality. The security architecture
for authentication and session key derivation is based on
an Elliptic Curve Qu-Vanstone model. The communication
between the gateway and the BMS controller is done over
a serial link configured at a baud rate of 57 kbps, and uses
the implemented network stack discussed in Section V-A. A
symmetric cryptographic model was used for the secure BMS
block, relying on the AES and hash-MAC (HMAC).

A. Test suite communication model
The test suite relies on the use of different network commu-

nication layers. The structures of the data packets used at each
layer can be seen in Figure 6. The format of the data layer
can be tailored to the needs of the target system. In our case,
it is aimed at the communication between the secure gateway
and the BMS controller, but it remains flexible and open.

The application layer is responsible for transmitting
application-specific data, i.e., log data. The secure BMS block
is included as a payload for our test cases. The application pay-
load data is encrypted and tagged along with the added header
to protect data confidentiality and integrity in the internal
network. The transport layer allows for the fragmentation of
large payloads. In our test case, the data-link layer packets can
only contain up to 255 bytes in one packet, so the additional
transport layer is required. It is modeled after the ISO 15765-2
standard, which is also used in similar environments [33].
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Fig. 7. Derived BMS log data model for the lifecycle monitoring.

B. Cloud setup

Cloud hosting is done on an Amazon web server (AWS).
The gateway communicates with AWS and sends data using
the secure MQTT protocol. After receiving the BMS block
data, AWS propagates it directly to the assigned end system
using an HTTPS REST push request. Both rely on the TLS
protocol. In our test environment, the end system is represented
by a Raspberry Pi 4 hosting a local server. The end system
hosts a web application to display the captured BMS lifecycle
data, running on a Flask server.

C. BMS data structure preprocessing

The battery log data collected by BPC and processed by
BMS is based on the structure described in Section II-B and
with List. 1, with the format shown in Figure 7. We optimize
the processed data to incur as little overhead as possible. The
monitored data includes a total of 3 bytes, one for the ID
and two for the raw value. At least 3 bytes are allocated to
the diagnostic data: one for ID, one for the diagnostic status,
and one for the length of the additional data. The additional
data is application specific. If there is no additional data per
diagnostic entry, the length of the additional data is zero. The
total amount of data for a log sample is 162 bytes. We assume
that our system will have no more than 256 monitoring and
diagnostic entries per BPC, so only one byte is reserved for
identification. Otherwise, this entry could also be extended.

VI. EVALUATION

A. Security analysis

We analyze the proposed design in terms of achieved
security. The analysis is based on the security requirements
described in Section IV-A. For our analysis, we derive as-
sets {A}, threats {T}, countermeasures {C}, and assump-
tions {As}. The following assets are derived, i.e., the ob-
jects of protection: (A1) BMS log data, (A2) gateway-to-
cloud payload, and (A3) cloud-to-end-system payload. To
limit the security analysis to our proposed solution, we make
the following assumptions: (As1) battery sensors, BPC and
their channels are considered secure and trusted, (As2) no
attack in the form of physical tampering is possible, (As3)
security functions and keys are stored in a protected storage
environment, (As4) cloud and end system are protected against
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Fig. 8. Data flow diagram of BMS lifecycle monitoring security analysis.

common online threats. The security analysis model is built
using the data flow diagram (DFD), with the derived model
and results shown in Figure 8.

From the analysis, we list each potential threat with the
targeted asset and analysed countermeasure strategies. Under
“network attacks”, we consider eavesdropping, tampering,
replay, and MitM attacks on the messages. The threats are:

• [T1] Network attack on the BMS sent log data 7→ (A1),
(C1) using secure BMS block with encryption and MAC,
and with (C2) pre-established secure network session.

• [T2] Spoofing attack on the gateway 7→ (A1), (A2),
(C3) the gateway is a secure authority with authentication.

• [T3] Network attack on the pushed cloud data 7→ (A2),
(C4) uses secure MQTT, and TLS with certificates.

• [T4] Spoofing and privacy attacks on the cloud 7→ (A2),
even if compromised, BMS data is protected with (C1).

• [T5] Network attack on the end system transfer 7→ (A3),
(C4) again, with TLS and HTTPS for the pull request.

• [T6] BMS log data confidentiality compromise 7→ (A1),
similar to [T4], (C1) mitigates any unauthorized readout.

B. Overhead analysis

The data overhead comes in the form of additional header
data. It can be divided into two parts: static and dynamic data.
The static data has a fixed size, regardless of the amount of
processed log data for each secure BMS block. Here we refer
to the variable sizes from Section III. Both secure and standard
BMS blocks require 16 bytes each, with each additional log
block requiring 12 bytes for its own header, regardless of the
total size of the log body. Thus, the formula for calculating
the total header size is 32+12∗X bytes, where ‘X’ is the total
number of log blocks. The dynamic component entails only the
metadata in the BMS block, which is optional and depends on
the implementation. It also depends on the underlying cypher
protocols, i.e., larger block sizes mean larger key and MAC
values. The total log block header size is also dynamic, as it
depends on the total number of log blocks, i.e., BPC. Figure 9
shows the theoretical data overhead relative to the total secure
BMS block size with variable log block length, where Table I
shows the overhead analysis for the test suite with a variable
number of log blocks, i.e., each with a size of 162 bytes.
As noted, the secure BMS block data structure allows for
minimal impact on overhead when deployed in a real-world
environment, as it does not scale with the log block size.
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TABLE I
OVERHEAD PER BMS BLOCK COMPARED TO THE NUM. OF LOG BLOCKS.

# of Log Blocks 1 2 4 8 12 16 32

Overhead (%) 21.4 14.7 11.0 9.0 8.3 8.0 7.4

Fig. 9. Secure BMS block overhead in relation to log payload for one block.

C. BMS block encoding analysis

We analyze the encoding on the BMS controller using: (i)
real hardware with emulated battery data, and (ii) simulated
log input to the BMS controller for greater sizes. Under
encoding, we consider the time of secure BMS block prepa-
ration after sampling and also the secure local network packet
encoding. Table II shows the average results after one hundred
test runs for individual encoding phases using emulators. The
standard deviation is not included as it was negligible and
< 0.01ms for all test cases. As concluded, most of the
encoding time is spent on security functions, which means
that their optimization primarily affects the duration of the
encoding process. Figure 10 shows the total encoding time for
the simulated data. It shows the linear growth of the encoding
time for three log block sizes compared to up to 10 BPC.

For the gateway, we want to ensure that the following goal is
met: keep the transmission and processing time at a minimum,
with the lowest time equal to the total sampling and processing
time on the BMS controllers. The time for the decoding of the
secure BMS blocks, i.e., the decryption from the application
layer, MAC verification, and data extraction, is negligible
compared to the total BMS processing time. Full network
decoding accounts for 1.35ms± 0.11ms, where decoding of
the secure BMS block is 0.48ms±0.01ms. We note that this
metric is highly dependent on the system and implementation
used, but we can assume based on the devices used for this test
suite that the same criteria would also be met in real systems.
The sampling rate of the battery data is application dependent,
but in our test suite, it was ≈ 112ms per BPC.

D. Transmission measurement

The tests were performed with one BPC on real hardware.
The first step is the transmission from the BMS to the gateway,
which takes 85.2ms±3ms. After decoding, the transmission
via the gateway (Rasp. Pi 4) to the cloud (AWS) works on the
device shadow principle, i.e., data is automatically forwarded
when the BMS shadow is updated to ensure that log data
is read only when needed. This step requires a total of
1.37 s ± 0.2 s per request. After receiving the data from the
gateway, the AWS forwards it to the end system (Rasp. Pi 4),
which then decodes it and further processes the BMS block,
requiring only 1.6ms ± 0.4ms. The Rasp. Pi measurements

TABLE II
BMS BLOCK ENCODING TIME WITH THE EMULATED DEVICES.

Encoding Log body BMS block Secure block Secure network

1 BPC 0.09ms 0.24ms 18.16ms 20.68ms

2 BPC 0.17ms 0.38ms 23.63ms 26.33ms

Fig. 10. Simulated BMS log encoding time for 117, 174 & 192 B log sizes.

Fig. 11. Complete implementation run times for lifecycle monitoring with:
a) variable additional log data, b) incrementing number of cycles.

were averaged after one hundred runs. We have also tested
decoding by adding additional data per message at various
intervals up to 1 kB, but found only a small increase in
processing time. The reported time for the additional 1 kB
payload is 1.39 s±0.21 s for the gateway and 2.2ms±0.9ms
for the end system. For a complete run, we took measurements
from the battery sampling to the end system, as shown in
Figure 11. The first plot shows the variation in time over the
increase in additional logging data for one hundred cycles,
while the second plot shows the total time for a different
number of sampling cycles with no additional data.

We see that the main bottleneck is in the transmission of
data to the cloud system, where multiple BMS sampling cycles
can be performed during one cloud request. However, as men-
tioned earlier, even without considering further optimizations,
the data is temporarily stored on the gateway device and can
be pushed on the next request. The BMS can continue to safely
sample new data without having to change its operating rate.

VII. RELATED WORK

The use of the cloud in conjunction with BMS has gained
significant momentum in recent years, although many ques-
tions remain, especially those related to data storage and
distribution of services [13]. While most of the publications
are from recent years [15], some of the earlier proposals
came from industry, notably from Fujitsu, where a system was
envisioned that combines the use of cloud services for battery-
sharing information between BMS [14]. More recently, Yang
et al. [15] present a BMS cloud architecture based on the cyber
hierarchy and interactive network framework, although they do
not look into the BMS data acquisition design.

Digital twins are becoming increasingly associated with
BMS in the context of cloud connectivity. In this area, Li
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et al. [3] describe a model for comparing measured battery
data and estimated digital twin data, with estimates based
on the use of extended H-infinity filters and particle swarm
optimization. Similarly, Wu et al. [17] present a cloud-side
data-driven solution for BMS SoH estimation by focusing on
machine learning methods for input noise reduction and using
random forest regression to build a battery degradation model.

Concerning data logging, Mansor et al. [34] propose a
secure logging approach for vehicles based on the use of
mobile and cloud applications. Their focus is on the use of
hardware security modules for in-vehicle units, such as those
proposed in the EVITA project [35]. For solutions specifically
targeting BMS, Zhou et al. [8] present a frequency division
based storage and compression method that can be used for
BMS log data. In their work, they also present three main
requirements for using large battery storage. Among them, the
limitations of the communication technology used in terms of
data rate as well as the duration of data storage are argued. In
our paper, we propose a design that is independent of these
system constraints. However, we do consider the amount of
argued data as one of the requirements which we discuss in
Sect. III and implement in Sect. V. The paper also points out
the possibility of bottlenecks when transmitting a large amount
of BMS data. Our design provides a solution to this challenge
by partitioning the task management of data acquisition and
forwarding when a central gateway is considered.

VIII. CONCLUSION

In this paper, we have presented a novel approach to
secure BMS lifecycle monitoring considering both on-premise
and cloud environments. The proposed architecture has been
developed in mind for the current and upcoming use cases
concerning battery passports and regulations. The design al-
lows for intermediate secure storage of BMS blocks on a local
gateway device, before they are able to be further processed
on the cloud and end systems. The BMS data is securely
processed from the main BMS controller, over the internal
network, to the cloud service and end system. A demonstrator
has been successfully implemented to evaluate the design’s
performance in real-world environments. For future work, we
see solutions such as OSCORE [28], aimed at constrained IoT
devices, as a potential extension to the current security design
on the local BMS network layer. Additionally, it is planned to
cover modern solutions used for plug-and-charge services and
create an adaptive layer with the current data structure design.
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