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Abstract: The central components influencing future grid stability in the future are inverters and
their controllers. This paper delves into the pivotal role of inverters and their controllers in shaping
the future stability of grids. Focusing on grid-supporting inverters, the study utilizes a microgrid test
setup to explore their impact on overall grid stability. Employing impedance-based stability analysis
with the Nyquist criterion, the paper introduces variations in internal inverter parameters and external
grid parameters using pole-zero map considerations. The inverter’s control structure, resembling
standard generators with droop control, facilitates the application of grid operators’ knowledge
to inverter control. Mathematical insights into stability principles are provided, highlighting the
influence of poles related to the phase-locked loop and the strategic placement of additional poles for
enhanced stability. Furthermore, the paper evaluates the effects of rotating inertia, revealing that a
50% increase in system inertia can stabilize unstable microgrid behavior, enabling grid-supporting
inverters to actively contribute to grid reliability.
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1. Introduction

Driven by the pressing need for sustainability and resilience, the energy landscape
has undergone a remarkable transformation in its more than 100-year-long history in
just the recent few years. More and more, distributed generation (DG) is being installed,
changing the core infrastructure of the power grid [1,2]. Converters and their controllers
are at the heart of DG, as they provide access to the grid for renewable resources such as
solar and wind. However, the power electrical components comprising an inverter also
characterize the electrical behavior of the inverter, which is quite different from that of
electrical machines. Here most prominently, three different types of inverters are utilized:
grid-following inverter, grid-supporting inverter and grid-forming inverter. Essentially,
grid-following inverters rely on a stable grid with voltage and frequency specifications.
Based on set points, they only generate power by “following” existing grid conditions. A
grid-forming inverter has the ability to “form” its own stable voltage and frequency, similar
to a normal power plant, when sufficient energy on the DC side is available [3]. Grid-
supporting inverters are a subtype of grid-following inverters that use several different
control schemes to react to changes in frequency or voltage via their f/P and V/Q loops.
In theory, this means that by coupling grid-forming and grid-supporting inverters, all
components for working conditions of the power grid are available. The grid-forming
inverter offers a stable voltage source, and the grid-supporting inverter stabilizes and
responds to changes in load or generation [4].

Yet regarding the grid, this implies a decreasing number of rotating machines within
the grid infrastructure and subsequently less available inertia. As a result, it substantially
alters the grid strength, hence modifying the behavior of generated active and reactive
power, responses to frequency shifts and voltage changes. Of particular interest is the
transition period during and after a fault, as well as the methods for checking stability
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beforehand. If the fundamental drivers for guaranteed stability are identified, the power
grid can become more flexible, adaptable and responsive. When studying smaller grid
scenarios in detail, findings can be implemented into the large-scale grid operation as well.

Other research has already realized this idea [5,6] and shown that the behavior of
so-called microgrids (MG) can be transferred to the general grid [7]. With an MG approach,
low grid strength and a low inertia constant are a given, as they are small-scale, self-
contained electrical networks, able to operate in a grid-connected mode and in islanded
grid operation [6]. During grid-connected mode, the MG is synchronized to a public grid
with substantial grid strength, leveraging operational support and security of supply. In
islanded grid operation, the MG is alone in generating stable grid conditions to power all
the loads in the MG. As this structure is more flexible to small changes, the control strategies
of all components play the most important role and dictate the voltage and frequency inside
the MG. By using control algorithms as the deciding component for stability, they can be
directly integrated with an assessment of concurrent small signal stability, yielding clear,
unambiguous and reliable results [8]. In particular, small signal stability is of paramount
importance, as transmission system operators are alerted to electromechanical oscillations
in order to take preventive or corrective action [9].

There are several approaches mentioned in the scientific community. The linearized
model of the system resulting in a state matrix with eigenvalues is probably the most used
mathematical method [10]. However, it is prone to uncertainties, results in computational
effort often not solvable in real time and cannot respond to the flexibility and variety of
a micro grid [11,12]. Other researchers have proposed a systematic approach based on
decision trees, where voltage security and transient stability are evaluated [11,13]. It is one
of the most used machine learning techniques applied in the power system, but requires
the corresponding infrastructure and user knowledge, which tends to make this approach
expensive. From a control perspective, impedance-based considerations have been widely
adopted in recent years [14,15]. With the ability to predict dynamic behavior in short time
frames and easier adoption due to the determinant-based generalized Nyquist criterion,
it is an effective stability tool. Yet, some drawbacks can be found with incorrect stability
prediction results when using pure inductance models. Such differences in results have
also been observed when transmission lines are modeled using only RL parameters and
not PI-equivalent circuits [16].

Regarding the control structure of grid-supporting inverters, different droop con-
trollers [17,18] can be used to react to frequency or voltage changes This structure is
intended to explain inverters to give an understanding similar to that of rotation generators.
Here, many advantages and disadvantages such as a trade-off between voltage regulation
and load sharing [19] when using parallel DGs as well as a slowdown of the dynamic
response due to required low pass filters for stabilization for active and reactive power [20]
and introduced harmonics from non-linear loads [21] are discussed. For most challenges,
other research papers introduce solutions, which in most cases are communication-based
but are costly in praxis [22,23]. However, most grid operators are not interested in the fine
nuances of used controllers but want to be able to draw a conclusion about whether the
integration of a DG will cause difficulty for stable operation conditions or not.

Contributions of this paper:

• Fundamental view based on small grid setup with accessible influence parameters:

This paper uses an islanded MG with a voltage-dependent load, a grid-supporting
inverter and a generator as the example grid setup for the stability analysis. All cables are
modeled with capacitance values to counteract inaccuracies in stability predictions. This
provides clear dependencies between control parameters and grid parameters, showing
the extent of each influence transparently.

• Further understanding of grid-supporting inverters:

Through small-signal analysis and variation of several parameters of the grid in-
frastructure, the understanding of the grid-supporting inverter coupled with the already
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existing grid infrastructure should be enhanced. The grid-supporting inverter is modeled
by an outer and an inner loop. The outer loop consists of a proportional integral (PI)
controller for frequency regulation in the grid in the f/P loop, similar to control schemes of
rotational generators, and a droop control in the V/Q loop as well as low pass filters on the
measured frequency and voltage of the phase-locked loop (PLL). In the inner loop, a PI
control and a decoupling component are implemented.

• Simple derivation of control algorithms for grid operators:

With the understanding of the effect parameters have on a small scale, grid operators
can regulate the grid accordingly and integrate renewable energies in a stable manner.

The rest of the paper is organized as follows: Section 2 will discuss the design, the
used parameters and the general behavior of the model. In Section 3, the whole process is
repeated in a small-signal domain before the validation and stability are further described
in Section 4, followed by the discussion in Section 5.

2. Modeling in a Time Domain

The general grid model is based on the considerations in [16], but the existing con-
nection to the public grid has been replaced by a generator. As a result, the inverter and
the load are located in an island network. The overall grid model consists of the following
equipment in the arrangement shown below in Figure 1.
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Figure 1. Test grid system: Island grid situation with grid-supporting inverter.

In general, the medium-voltage network with a line-to-line voltage of 20 kV was
maintained. As a grid-supporting inverter is used as a control structure for the inverter
in this grid situation, the generator only has to provide a stable phase voltage and phase
angle for the inverter’s PLL to control the inverter correctly. This eliminates the need
for a complicated equivalent circuit for the generator, allowing the inverter to show its
strength in its grid-supporting capabilities. In the time domain simulation, the generator
is modeled with transfer functions in the Laplace domain further described in Section 2.1.
The generator inertia itself is changed in the model by varying the inertia constant H.

The length of the cable between the generator and the rest of the grid (cable 1) is set to
6 km, and the cable between the inverter and load (cable 2) is fixed to 1 km. As equivalent
circuits for the cables, PI models were used with standard parameters of polyethylene
cables for medium-voltage grids with a cross section of 120 mm2.

Since the load and the inverter work at line-to-line voltages of 400 V and 690 V,
respectively, two transformers with the Dyn vector group are implemented. The usual
values for the transformers were utilized.

For the grid-supporting inverter, a rated power of 1 MVA is set at a line-to-line voltage
level of 690 V. Based on [16], the structure of the grid-supporting inverter implements droop
equations to describe the relationship between f/P and V/Q. However, since a generator is
used instead of a grid connection with very high short-circuit power, the droop equation
realizing the P/f control is replaced by a PI controller to regulate the error in the grid
frequency depending on the power imbalance in the grid system. In Section 2.2, the exact
description of the implemented structure is described.
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As the equivalent circuit for the load, a polynomial load model is utilized. The
general equations from [24] are transformed into a current dependent relationship and
implemented using controlled current sources. See [16] for the mathematical process and
block diagram. Table 1 describes the utilized parameters of the grid model.

Table 1. Overview of grid parameters.

Grid parameters: Vgrid 20 kV
f grid 50 Hz

Cables: Rpos 0.15 Ω/km
Lpos 0.42 mH/km
Cpos 0.25 µF/km
l1, l2 6 km, 1 km

Transformers: ST,inv 1 MVA
RHV,inv 0.003 p.u.
LHV,inv 0.03 p.u.
ST,load 2 MVA

RHV,load 0.0029 p.u.
LHV,load 0.029 p.u.

2.1. Modeling of Generator

The overall aim for the generator was to produce a stable output voltage. For the sake
of clarity, no high-order model was used, but the generator was modeled with the main
components that ensure correct operation. For this purpose, the power difference between
the turbine power Pturb and the measured power Pgen is calculated as the generator control
setpoint, and this difference is then applied to the transfer functions.

The generator model consists of the generator inertia transfer function, the generator
system delay transfer function and a static value. From this, the generator frequency is
calculated and sent to the three-phase generator, where the grid voltage Vgrid is generated.

The three transfer functions are as follows:

HgenTA =
1

H s
,

HgenDELAY =
1

200 s + 1
, (1)

Kp,gen = − 1
0.04

,

To facilitate comparison of generator inertia with other studies, the generator values
are converted to p.u. values within the transfer functions. Here the base value Pbase for the
turbine power was set to 1 MW. Figure 2 depicts the block diagram of the generator.
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Table 2. Generator parameters.

Pbase 1 MW
Pop 1 MW and 1.5 MW
f n 50 Hz
f ref 50 Hz
H variable
Rg 8 Ω
Xg 0.8 Ω

2.2. Modeling of Grid-Supporting Inverter

For the grid-supporting inverter, 1 MVA is used as nominal power with a line-to-line
voltage of 690 V. In this model, the inverter is represented using an average model-based
voltage source converter. The DC input, typically provided by photovoltaic panels or
batteries, is emulated by a DC voltage source supplying twice the rated inverter voltage
Vinv,rated for the grid-supporting inverter.

The following control structure is used to obtain the voltage reference signal, depicted
in Figure 3: A PLL is used as a synchronization technique. For this, the voltage at the
inverter terminals is measured and then transformed via dq transformation to gain the
phase angle as well as the PLL frequency used as the reference value for the f/P loop. The
same voltage is also transformed via alpha-beta transformation to calculate Vabs as the
reference value for the V/Q relation, since alpha-beta transformation depicts better stability
than dq transformation [25].
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While the droop equations describing the relationship between f/P and V/Q are the
starting point of the control structure of the outer loop, the main goal of the f/P relation of
the inverter control is to minimize the error between a reference frequency of 50 Hz and
the grid frequency f grid. Thus the droop equation of the f/P control loop is replaced by a
standard PI control with the control values kp,f and ki,f. Another PI control with the control
values kp,P and ki,P is implemented, calculating the reference components of the current
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from the active and reactive power instead of division by the voltage. With the reference
currents, the inner loop control, namely the current control, is implemented. Here, another
PI control with the control values kp,I and ki,I, similar to other research studies, as well as a
decoupling component, is utilized.

Pm and Qm are calculated with the power relation in the alpha-beta domain, following
this formula:

Pm = Vα·Iα + Vβ·IβQm = −Vα·Iβ + Vβ·Iα (2)

Variable as well as set values for the right functionality of the grid-supporting inverter
are further described in Table 3. For the controller, f ref,inv is converted into a p.u. value.

Table 3. Grid-supporting inverter parameters.

Vinv,rated 690 V
Iinv,rated 1.183 kA
Vqref,inv 0 p.u.
kp,PLL 37.7
ki,PLL 5.36
f ref,inv 50 Hz
ωref 2π fref,inv

kp,f, ki,f variable
Kq variable

P0, Q0 0 p.u., 0 p.u.
kp,P, ki,P 0.44, 56.43
kp,I, ki,I 2.00, 31.48

Lpu 0.318 mH

2.3. Dynamic Investigation of Time Domain Model

To verify the right behavior of the grid model, power jumps are introduced at different
times in the generated turbine power and the consumed power of the load. The setpoints
P0 and Q0 of the grid-supporting inverter itself are set to zero active and reactive power to
check the response of the inverter to the grid events. Stable values for PI control parameters
of the grid-supporting inverter are chosen. Here, different techniques for the computation
of the control parameters based on calculations of the closed loop transfer function or
cut-off frequency with phase margin are used [26].

Test sequence:

• 0 s: Initialization with balanced power values of the grid system, stable after 5 s
• 5 s: Inverter starts
• 15 s: Power increase at load by 0.5 MVA
• 25 s: Power increase at the generator by 0.5 MVA

Description of behavior:

• 0 s: At the start of the simulation, the inverter is off, and the load and generator are
initialized at 1 MVA. A small oscillation is observed at both the generator and the load.
A positive sign indicates power input (here from the generator), and a negative sign
indicates power consumption (here from the load).

• 5 s: The inverter is powered up, and there is a 2 s transient in the power and grid
frequency curves. It can be noted that the frequency changes in the 100 mHz range.

• 15 s: At this point, the load increases its consumed power to 1.5 MW. Both the
generator and the inverter respond to the power change, although the generator
responds faster with a short power peak. This peak is derived from generator inertia,
which actually reduces the rotational speed of the generator. Meanwhile, the inverter
increases its active power, thus reducing the deficit in active power, and stabilizes the
frequency. Since the frequency gradient becomes zero, the power peak of the generator
originating from the inertia becomes zero as well. Due to the overshoot in inverter
output power, the frequency rises up, and the generator active power counteracts with
a reduction and thus drops below 1 MW. Finally, a steady state is reached with the
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inverter covering the extra load and the generator running with its original set point.
Looking directly at the frequency, a maximum reduction of 50 mHz is visible. Due to
the inverter’s PI control in the f/P loop, the frequency is not only stabilized but also
restored to 50 Hz.

• 25 s: After the system has fully stabilized, the operating point of the generator is now
increased to 1.5 MW. The inverter reacts immediately by reducing its output to almost
zero. In terms of frequency, this power redistribution has caused a temporary grid
frequency increase of 10 mHz.

The test sequence was tried out on the control of the converter in two different
ways. First, only the f/P loop was turned on, resulting in the red and black curves in
Figure 4. In the second experiment, the V/Q loop was also active, resulting in the black
curves in Figure 4. Interestingly, the steady-state behavior of the control is not changed;
however, during the switching on of the inverter, the subsequent transient behavior changes
significantly. Overshoots and small oscillations can be detected. The so-called coupling
between these two control loops is clearly evident, as already described in other research.
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the black lines, the V/Q loop was also active.

3. Modeling in Small-Signal Domain

To gain a better understanding of the influence of control parameters, small-signal
methods are the most commonly used analytical methods for evaluation. Since the process
is defined for a linear time-invariant system, the model of the system must be based on this
consideration. In small-signal modeling, the smallest change around the operating point
already indicates an influence on stability. Since network operators want to predict whether
a stable grid operation can be maintained, small-signal modeling is the right tool to use.
Thus, the whole model is transferred by using the analytical approach and calculating
frequency-based transfer functions. The model is developed for the relationship between
frequency and active power, which gives the following general correlation:

∆ f = Hsys ·∆P (3)

Based on (3), each part of the grid model is calculated and in the last section put
together to obtain the final formula for the small-signal model (SSM).

In (3), ∆P represents the sum of the change of generated and utilized active power of
the load, along with the active power jumps that the generator and load performed during
the test sequence. ∆f describes the change in frequency of the voltage signal that is used
for phase angle generation inside the PLL of the grid-supporting inverter and ZIP load.



Energies 2023, 16, 8054 8 of 20

3.1. Modeling of Generator

To calculate the relationship between frequency and active power of the generator, the
block diagram from Figure 2 is used as a basis. From it, the closed loop transfer function is
first obtained.

f = fref −
fn HgenTA

Pbase
(

HgenDELAYHgenTASTAgen − 1
) ·(−Pgen + Pturb

)
(4)

Next, due to the shift in generated turbine power at 25 s, Pturb consists of a constant
part and a variable part, Pturb = Pturb0 + ∆Pturb, which is now introduced to (4).

f = fref −
fn HgenTA

Pbase
(

HgenDELAYHgenTASTAgen − 1
) ·(−Pgen + Pturb0 + ∆Pturb

)
(5)

By constituting Kgen = fn/Pbase and expanding (5), the transfer function before small-
signal modeling is achieved.

f = fref + Kgen·
HgenTA(

HgenDELAYHgenTASTAgen − 1
) ·(Pgen − Pturb0 − ∆Pturb

)
(6)

For small-signal modeling, all components consisting of constants are set to zero.
In this case, this applies to fre f = Pturb0 = 0, which leads to the final expression for the
frequency expressed as a deviation from the reference frequency for the generator:

∆ f = Kgen·
HgenTA

(HgenDELAY HgenTASTAgen−1)
·
(
∆Pgen − ∆Pturb

)
∆ f = Hgen1 ·∆Pgen − Hgen2·∆Pturb

(7)

Expressed in a block diagram, this results in Figure 5.
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3.2. Modeling of Grid-Supporting Inverter

In this paper, the effects of the outer loop of the grid-supported converter are discussed
in detail. To achieve this, the small-signal model is developed up to the transition to the
inner loop. Normally, outer control loops are developed with lower bandwidth than the
inner control loop, resulting in lower cut-off frequencies of low-pass filters as well as slower
PI control parameters.

To present the model as a whole, it would be necessary to include the inner loop in the
equations [27]. However, as the inner loop usually comprises only a very fast PI controller
and a decoupling component, it can be equated to a delay and a constant, which have no
major effect on the general behavior of the inverter. In the context of this paper, the current
control is accordingly integrated with a delay in the form of 1/s during the calculation.

As a synchronization scheme as well as phase detection, a synchronous reference
frame PLL is utilized. This leads to a nonlinear and time-variant model and complicates
small-signal modeling. Up to this point, two impedance models, namely one based on
the principle of harmonic balance formulated in alpha-beta frame and the other based on
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the rotating dq frame, have been developed. This paper utilizes the rotating dq frame,
comprised of two separate dq frames. By aligning them with the actual grid phase, lineariz-
ing the equations and further applying the generalized Nyquist criterion (GNC) to them,
the dynamics of the PLL are accounted for. Here, the GNC replaces the standard Nyquist
criterion to accommodate a multiple-input and multiple-output system [28].

As a start for the small-signal model of the grid-supporting inverter, the PLL and
dq transformation are first performed on the voltage signal. This means that first a Clark
and then a Park transformation are applied on the three-phase voltage, reducing it to a
two-phase signal.

[
Vd
Vq

]
=

[
cos(θPLL) sin(θPLL)
−sin(θPLL) cos(θPLL)

]
·

2/3 − 1/3 − 1/3

0
√

3/3 −
√

3/3

·


Vcos
(
θg
)

Vcos
(
θg − 2π/3

)
Vcos

(
θg + 2π/3

)


[
Vd
Vq

]
=

[
V cos

(
θPLL − θg

)
−V sin

(
θPLL − θg

)]
(8)

As input for the PLL, both the d-component and the q-component can be used. In this
paper, the focus is on the q-component, which is then compared to Vqref,inv inside the PI
controller. However, usage of the q-component introduces a frequency coupling effect in
the phase domain, which leads to an asymmetric dq-frame model and makes a decoupling
component necessary [27].

From the block diagram, the equations for SSM can be determined, with the PI controller
having the following structure: GPLL = kp,PLL + ki,PLL/s, V = 1 and Gd = ( 1 − 0.75st)/
( 1 − 0.75st), corresponding to a first-order Pade function [29].

Expressed in a block diagram, the PLL structure is described in Figure 6.
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Applying the structure from Figure 6, the following equation for the PLL can be established.

θPLL =
ωref − GPLL·sin(G dθPLL − θg

)
s

(9)

Using linearization methods, the constant components are again set to zero, and the
sinusoidal relation turns to 1, simplifying the equation. Further considering the relationship
between the phase angle θ and the frequency f with θ = 1/s · 2π f , the equation can be
converted to the frequency relation.

θPLL =
GPLL θg

GPLL Gd + s
fPLL =

GPLL fg

GPLL Gd + s
fPLL = HPLL fg (10)

The frequency f g is determined by the dq transformation of the voltage component
and corresponds consequently to the changing frequency ∆f. This relationship can be
expressed as

fPLL = HPLL·∆ f (11)
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Next, the PI control of the f/P loop is described with the relationship

GPI,f = kp,f + ki,f/s (12)

Two low-pass filters (LPFs) are used in the block diagram of the grid-supporting in-
verter, namely on the frequency of the PLL f PLL and on the voltage Vabs after
alpha-beta transformation.

In s-domain, the LPF is described with the second-order transfer function of (13).

GLPF =
ω2

0
s2 + 2ξω0s + ω2

0
(13)

Applying the LPF on the according signals, the frequency of the PLL and the voltage
signal for the V/Q loop, the system variables are further refined.

fPLL = HPLL GLPF ·∆ f (14)

Vabs = GLPF Vαβ (15)

Since all necessary sections have been depicted, the f/P loop equation can be estab-
lished based on Figure 3.

The saturations of the time domain model were disregarded since small-signal mod-
eling presupposes that there is only a minor deviation from the normal state and that
stable behavior can be deduced from this. As such, the signals should not surpass the
saturation limits.

Pref = −Pm + P0 − GPI,f·( fPLL − fref) (16)

Using SSM considerations and inserting (13) and (14), the active power of the inverter
is

Pref = −GPI,f HPLLGLPF·∆ f Pref = ∆Pinv = Hinv·∆ f (17)

Expressed in a block diagram, this results in Figure 7.
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3.3. Modeling of ZIP Load

Regarding the general equation of the ZIP load based on [24], it is depicted that a
non-linear behavior occurs. For small-signal modeling, this requires the linearization of the
equations of the ZIP load. However, prior to linearizing, the general equation is expanded
to account for the low-pass filter.

Pzipload = PZIP·
(

Z V2 + I V + P
)
·
(
1 + Kdf·

(
fg − f0

))
(18)

Pzipload = PZIP·GLPF·
(

Z V2 + I V + P
)
·
(
1 + Kdf·

(
Hg GLPF·∆ f − f0

))
with KZIP =

(
Z V2 + I V + P

)
Pzipload = PZIP GLPF KZIP·

(
1 + Kdf·

(
Hg GLPF·∆ f − f0

)) (19)

In addition, a shift in utilized active power usage occurs at 15 s, introducing a constant
part and a variable part Pzip = Pzip0 + ∆Pzip.

Pzipload =
(

Pzip0 + ∆Pzip
)
·GLPF KZIP·

(
1 + Kdf·

(
Hg GLPF·∆ f − f0

))
(20)
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Thus, all components of the equation are included, and the equation can be linearized.
For this purpose, the quantities on which there is a dependency are first defined, and then
the equation is differentiated according to these quantities.

Quantities with dependencies: ∆Pzipload, ∆Pzip, ∆f.
For easier indication, for all starting parameters, the index “,0” is included. Accord-

ingly, the differentiated equation becomes

∆Pzipload =
(

KZIPKdf f0,0GLPF
2Hg − KZIPKdf f0GLPF + KZIPGLPF

)
·∆Pzip

+
(

KZIPKdfPzip0GLPF
2Hg + KZIPKdfGLPF

2HgPzip0,0

)
·∆ f

(21)

In a small-signal domain, the constant value Pzip0 is omitted, and the final equation
for the f/P relationship at the ZIP load can be defined.

∆Pzipload =
(

KZIPKdf f0,0GLPF
2Hg − KZIPKdf f0GLPF + KZIPGLPF

)
·∆Pzip

+
(

KZIPKdfGLPF
2HgPzip0,0

)
·∆ f

∆Pzipload = HZIP1·∆Pzip + HZIP2·∆ f

(22)

Expressed in a block diagram, this results in Figure 8.
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3.4. Overall Model in Small-Signal Domain

As a final step, all f/P relations can be summed up and integrated into one equation
and one block diagram for better understanding.

First, the equations for the generator are shown in (23).

∆ f = Hgen1 ·∆Pgen − Hgen2·∆Pturb

∆Pgen = ∆Pinv + ∆Pzipload
(23)

Next, the equation for the inverter is displayed in (24).

∆Pinv = Hinv·∆ f (24)

Lastly, the equation for the ZIP load is presented in (25).

∆Pzipload = HZIP1·∆Pzip + HZIP2·∆ f (25)

Finally, all the equations can be summarized in (26).

∆ f =

− Hgen1 HZIP1
Hinv Hgen1+Hgen1 HZIP2−1 · ∆Pzip +

Hgen2
Hinv Hgen1+Hgen1 HZIP2−1 ·∆Pturb

(26)

Presented in a block diagram, this results in Figure 9.
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According to (26), the frequency change depends on two factors: one component
influenced by the change in active power consumed by the ZIP load ∆Pzip and another
component influenced by the change in active power generated by the generator ∆Pturb.
The inverter is only considered as an influence on the frequency characteristic in the
equations and is not a distinct term due to the absence of any specific changes within it.
The grid-supporting inverter merely responds to the voltage and frequency of the grid and
changes the characteristic by altering its internal behavior, but it does not induce any shift
in the grid operation itself. If a grid-forming inverter was used in place of a grid-supporting
inverter, the equation would have to include another term describing the influence of the
inverter itself. This aligns with the considerations and curves presented in Figure 4.

4. Investigation of the Analytical Model

With the completed analytical model in a small-signal domain, the stability investiga-
tion can commence. In particular, the characteristics and influence of the PLL loop is of
interest, as different research [15,28,30] describes negative effects in stability due to the PLL
and its interaction with the grid impedance. However, as a demonstration of the correct
functionality of the analytical equation, the SSM is initially compared to the time-domain
model. Subsequently, a study examining the change in pole placement when several param-
eters are varied is conducted. Building on this knowledge, a three-dimensional volume is
created to demonstrate the coupling effects between the two control parameters on stability.

4.1. Validation of the Analytical Model

To test the correct operation of the analytical model, the transfer functions of Section 3.3
are also constructed in Simulink and compared with the time-domain model. A step of
−0.2 p.u. was applied at 0.5 s to the nominal power of the generator and the resulting
change in ∆Pgen observed. In theory, the measured value for the power should therefore
change from 1 MW to 0.8 MW.

Figure 10 depicts the time-domain model’s behavior in the blue curve and the small-
signal model’s behavior in the red curve. It can be noted that both curves overlap and
show the same behavior throughout the step. Both measured powers have accordingly the
same time constants and characteristic during the small oscillation when the step is intro-
duced. The overall value also significantly drops from 1 MW to 0.8 MW as intended. This
validation demonstrates that the analytical model can be effectively used as an analytical
representation of the time-domain simulation, and the stability investigation can proceed.
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4.2. Stability Investigation

As per the final equation of the small-signal model, (26), it is possible to consider
the behavior resulting from the change of the generated generator power and from the
consumed power of the load separately. For stability analysis, various methods can be
used, but the general Nyquist criterion (GNC) is typically preferred. The reason is, as
mentioned above in Section 3.2, the transformation of the synchronous reference frame
PLL to a stationary reference frame, which changes the characteristic of the system from
a single-input and single-output system to a multiple-input and multiple-output system.
This means that the standard Nyquist criterion is no longer sufficient for stability analysis,
and the GNC is necessary for an accurate assessment of the system.

In this section, first, the stability of the system depending on the grid-supporting
inverter with different values for the PI controller of the f/P loop, which represents the
frequency tuning component, is varied, and secondly, the inertia of the generator is varied.

4.2.1. Stability Depending on the Variation of the PI Controller

If the general Nyquist criterion (GNC) is used as a stability criterion and represented
by the real and imaginary components of the transfer function, the stability depends on the
sum of the characteristic loci encircling the critical point (−1 + j0) in a counterclockwise
direction. In other words, the occurrence of poles on the right half plane (RHP) indicates
unstable performance of the entire system. To determine whether such behavior occurs,
different visualization techniques can be utilized. In this paper, a pole-zero plot describes
the behavior of the poles during the variation of the components. By assigning each set
of poles a distinct color and arranging the values in ascending order, the behavior can be
observed very clearly. Commencing with the color pink denoting the lowest values, the
results transition progressively towards the color yellow as the values increase.

For Figure 11, kp,f was varied between 200 and 1000, ki,f was varied between 500 and
100,000 and the generator inertia H was set to 2.
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Upon initial inspection, it becomes apparent that the system exhibits not only a
singular pair of poles but encompasses multiple poles that closely resemble each other in
both transfer functions. This is explained by the shared mathematical relationship; the
system is a 35th-order function for the component that depends on the load shift and a
24th-order function for the component that depends on the generator power change.

Upon further examination of the type of poles in the system, different types can
be described:

• Poles with only real components (σ + j0): When located on the left half plane (LHP),
these poles depict an exponentially decaying component in the time domain. Here,
the location of the pole determines the rate of decay, with poles located further away
from the origin, leading to faster decay rates. Therefore, poles far from the origin are
components offering the transfer function quick stabilization to a settled value. If a
real pole was to appear on the right half of the plane (RHP), it would correspond to an
exponentially increasing component and render the system unstable.

• Poles with an imaginary component, which appear as complex conjugated poles
(σ + j ω): Complex conjugated poles located in the LHP lead to a decaying sinusoidal
component in the time domain. Again, the rate of decay is determined by the location
of the real part of the pole σ, while the frequency of the sinusoidal oscillation is deter-
mined by ω. Vice versa, complex conjugate poles in the RHP result in an increasing
sinusoidal component in the time domain, leading to an oscillation that continually
increases, making the system unstable.

• Poles at the origin (0 + j0): These poles result in a constant that is determined by the
initial values. Here, the set values are P0, Q0, Vref and f ref of the inverter.

In general, with selected stable values, the system consists accordingly of different
exponentially decaying components and decaying sinusoidal components. When compared
to Figure 10, where a small step signal was applied to the stable system, this behavior can be
observed. Further, [16] also confirms that with an increase of the proportional and integral
part of the PI controller of the f/P loop with the controller values kp,f and ki,f, unstable
behavior occurs.

If further viewed on a two-dimensional plot with a stability index, distinct boundaries
can be observed between the stable and unstable regions. The analytical model’s equation
was used to vary the control parameters and identify the poles for each system. Any
pole in the RHP was recorded as an unstable state, while absence of a pole in the RHP
was noted as a stable state. In Figure 12, the dark blue represents the stable values of the
controller values, and the yellow area represents the unstable values. The x-axis describes
the control parameter kp,f, while the y-axis displays ki,f. Again, when compared with the
results from [16], the regions in the plots of stability index are very similar. This means
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that whether a public grid connection or a generator with separately adjustable inertia is
utilized, higher PI controller values lead to system instability.
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Figure 12. Stability index plots.

The transfer functions of both parts of (26) were compared, revealing negligible
disparities. Consequently, for enhanced clarity, only one plot is presented. This finding
substantiates the hypothesis that alterations in a specific component influence the entire
system, attributing it to the shared mathematical relationships.

4.2.2. Stability Depending on the Variation of the Generator Inertia

In this investigation of stability, the focus was on the rate of pole transition from stable
to unstable behavior according to GNC. For this reason, unstable values of kp,f and ki,f were
selected for investigation to determine whether unstable behavior can be transformed into
stable behavior simply by increasing generator inertia. Since the dynamic influence of the
grid-supporting inverter should diminish with a large amount of inertia in the system, this
notion can be feasible. In general, it can be assumed that the stability of the entire system
improves with higher values of inertia.

For Figure 13, H was varied between 1 and 20 in increments of 1, while the PI controller
values were set to kp,f = 1000 and ki,f = 800.
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The system includes various types of poles that correspond to the types of poles shown
in Figure 11.

• Poles with only real components (σ + j0)
• Poles with an imaginary component, which appear as complex conjugated poles (σ + j ω)
• Poles at the origin (0 + j0)

As expected, high inertia values lead to stable system behavior. It is apparent that the
poles rapidly migrate to the left-hand plane and the system remains stable for values of H
greater than or equal to 3. Thus, the initial suggestion that the power grid can only consist
of grid-supporting and grid-following inverters is only possible if at least significant inertia
in relation to the grid impedance is present in the system.

As in Figures 11 and 12, the results are almost identical regardless of whether the
generator is considered or the load in detail. This confirms the assumption that an overall
system view must be taken and that the evaluation of individual components is not the
way forward.

4.2.3. Visualization in a 3D Plot

To gain better understanding of the dependences of kp,f, ki,f with regard to H, the
stability index was set up as a function of all three parameters. If an unstable behavior
was detected on the RHP, a value of 1 was assigned in the stability matrix. If no unstable
behavior was found, a value of 0 was entered in the stability matrix.

Figure 14 describes the behavior, where the area in red represents the unstable area of
the system. For the plot kp,f ranging from 200 to 1200, ki,f varied between 500 and 10,000,
and H was in the range of 1 to 10.

Figure 14. 3D plot of stability matrix as a function of kp,f, ki,f and H.

In Figure 14, the surface between the stable and unstable areas is plotted. All values
above the surface are stable, and all values below are unstable. As can be observed, at
higher values of H, the region of unstable control parameters decreases gradually. The
difference in H required to shift from the stable to the unstable area is often minimal. In
many cases, increasing the inertia constant from 2 to 3 is enough to convert an unstable
system to a stable one. These findings are valuable for grid operators, as in those cases,
increasing half of the rotating inertia in the grid enables inverters to support grid operation.
Additionally, the plot reveals that kp,f significantly impacts stability more than ki,f. This is
reasonable since a signal can be influenced much more efficiently with the proportional
component than with the integral component. A detailed comparison of the two control
parameters further corroborates: If kp,f exceeds a certain value, regardless of how high the
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generator inertia constant is set, the entire system will remain unstable. In short, setting
kp,f completely wrong will not allow the generator inertia to restore system stability. It can
be concluded that the system will remain unstable if the generator inertia is less than 1.
Increasing the inertia constant also extends the range of possible values for kp,f and ki,f.

4.2.4. Time Domain Validation

As a final step, a number of points are selected from Figure 13 and compared to the
time-domain simulation. By selecting a point within the stable region based on the stability
index, stable behavior should be exhibited in the time domain and vice versa with an
unstable point.

Figure 14 displays the selected test points A, B, C and D, while Figure 15 presents the
corresponding results of the time domain simulation.
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According to Figure 14, test points A and B are expected to demonstrate stable behavior,
while points C and D are expected to display unstable behavior in the time domain.

Figure 15 corresponds closely with the findings from the stability indexing analysis in
Figure 14. Notably, test points A and B also display unstable curves concerning effective
powers and frequency in the time domain simulation. This study establishes that the
unstable behavior has various outcomes. While test point A produces slow oscillation
with low amplitude lasting for over 10 s, at most 0.25 p.u. larger than the nominal state,
test point B yields rapid oscillation with high amplitude, at most 1 p.u. larger than in
the nominal state. Test points C and D generate stable curves that quickly stabilize. The
switching times remain unchanged from Section 2.3.
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5. Discussion

Understanding the behavior of grid-supporting inverters is essential for grid operators.
Stability is a direct outcome of the interaction between the existing grid impedance and the
control mechanism of the inverter. For this reason, an MG setup was utilized to address
potential instabilities from the triggering parameter.

Findings are summarized as followed:

• The assumption that both the grid and inverter could impact microgrid stability was
validated. Changes in grid parameters and inverter control parameters were identified
as potential destabilizing factors.

• Initially, a grid-supporting inverter was mathematically derived using small-signal
modeling and the corresponding transfer function. The importance of applying the
generalized Nyquist criterion to multi-input and multi-output systems was empha-
sized, revealing the significant role of pole type in subsequent behavior.

• Stability is notably influenced by the PLL, expressing poles with imaginary parts,
typically as complex conjugated pole pairs. This study explores additional types of
poles that positively affect the converter’s behavior based on their location on the LHP,
following the generalized Nyquist criterion.

• The system’s stability is notably influenced by the value of kp,f, as indicated by the
analytical study. Exceeding 518 in this grid system renders the system unstable, even
with increased generator inertia. High ki,f values affect the oscillation behavior of
the output signal, with simulations indicating 5000 as a limit, beyond which slow,
decreasing oscillations occur. A significant discrepancy is observed when comparing
these values with control values of rotating generators, being hundreds of times larger.
This underscores the need for grid operators to expand their knowledge to effectively
control a grid heavily influenced by inverters.

• The evaluation of rotating inertia showed that increasing it can convert unstable micro-
grid behavior into stability by shifting poles. A noteworthy finding is that an increase
in inertia (0.5 to 1 p.u.) is often sufficient for stability, enabling active participation
of the inverter in grid operation. However, when scaled to the entire European grid,
this proportion becomes impractical, requiring a significant contribution from rotating
generators at some point.

Finally, the paper suggests the following first draft of a step-by-step guide for grid
operators before connecting a renewable source:

1. Evaluation of grid impedance and visualization in a pole zero map
2. Evaluation of inverter impedance and visualization in a pole zero map
3. Comparison of inverter impedance poles with grid impedance poles. In case poles of

the inverter system alone are already on the RHP, compensation mechanisms must be
applied, or poles must be shifted with the control parameters. Should the combination
of poles result in poles on the RHP, the inverter control parameters should be changed.
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